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Abstract

The purpose of this study is to establish a basis for measurements of turbulent structures
in an IC engine by using hot-wire anemometry. This was done via a simple pipe test, for
obtaining knowledge and experience in the use of hot-wire anemometry, and later in an
non-fired, 1 cylinder, 4 stroke SI IC Briggs and Stratton engine from a lawnmower.

The pipe test was carried out with a 1D hot-wire probe, in two positions downstream
and throughout the pipe diameter. The test gave a good experience for the use of hot-
wire anemometry, and by comparing the obtained result with established pipe results, it
was concluded that the set-up was able to recreate trends and result equal to established
results.

With the knowledge and experience from the pipe test, it was possible to make an engine
test set-up. The engine test was performed with a 1D high-temperature probe, which
was mounted in the spark plough hole. A fixture was designed and tested to make sure
that the hot-wire support was not damaged or blown out of the engine under operation.
Measurement was carried out at two positions, in two directions at three different engine
speeds.

It was found, that the equipment used was able to create a voltage signal from the hot-wire
with attached pulses from an inductive sensor, in order to determine the position of the
piston. It was found that a maximum sampling frequency of 100kH z was not sufficient
for resolving the Kolmogorov scales in the flow, and a low-pass filter of 10k H z was to small.

It was concluded that a careful data processing is necessary for obtaining good results. A
simple simulation for estimating gas pressure and temperature was carried out and was
found sufficient for this experiment, but for further work, a more advanced simulating or
a hot-wire with an integrated thermocouple can be used.

A temperature correction has to be carried out, due to the high pressure and temperature
differences in the engine. A correcting which takes conduction to the wire prongs into
account was preferred, but was neglected in this study. It is recompensed to make the
separation of the fluctuations from the velocity signal with a high-pass filter.

An issue regarding dividing the signal of an engine cycle into intervals was encountered.
If a good resolution of the cycle was made in order to see the development during the
cycle, the intervals was to shot and was affected from windowing. A good compromise or
an other way of applying the intervals should be looked into in further work.
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Nomenclature

Symbol

A Cross sectional area, area under curve, calibration constant [m?], [m?], [-]

Ay Wire surface area [m?]

a Overheat ratio [—]

B Cylinder bore, calibration constant [m], [—]

C Constant [—]

CF Correction factor [—]

D Pipe diameter, dimension [m], [-]

Dgypport  Hot-wire support diameter [m)]

D, Wire diameter [m]

E Voltage, signal energy V], [%2]

f Frequency [Hz]

fe Critical frequency [HZ]

feut—off  Cut-off frequency [H z]

fint Integral length scale expressed in frequency [H z]

Srol Kolmogorov length scale expressed in frequency [H z]

Jmaz Maximum frequency [H z]

1Y Taylor length scale expressed in frequency [HZ]

g Gravitational acceleration (23]

h Convection heat transfer coefficient [mZVK]

I Current [A

kcor Corrected thermal conductivity []

ks Thermal conductivity of fluid [%]

ko Thermal conductivity of fluid at reference temperature %]

L Connecting rod [m]

Lint Integral length scale [m)]

Lol Kolmogorov length scale [m]

Ly, Wire length [m]

N Number of samples [—]

Niiock Number of samples in a block -]

Niotal Total number of samples [—]

n Calibration constant [—]

D Pressure [Pa]

Datm Atmospheric pressure [Pal)

Po Pressure at reference temperature [Pal

q convection heat transfer flux [%]

R Resistance, crank shaft arm length, (9, [ml, []
normalized autocorrelation function ’ ’

Rivtal Total bridge resistance (]

Rpec specific gas constant [ﬁ]

Ry, Wire resistance (€]

Ry Wire resistance at reference temperature Q]

r Autocorrelation function -]

S Stroke [m]
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Wire temperature
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Time

Block time

Total recording time
Velocity, volume
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Abbreviations

ABDC
ATDC
BDC
BTDC
CAD
CCA
CTA
FFT
HWA
e
IFFT
int
LDA
Nu
PIV
RAM
Re
RTI
rpm
SD

ST

SR
TDC

After bottom dead center

After top dead center

Bottom dead center

Before top dead center

Crank angle degrees

Constant current anemometry
Constant temperature anemometry
Fast Fourier transformation
Hot-wore anemometry

Internal combustion

Inverse fast Fourier transformation
Interval

Laser dobbler anemometry

Nusselt number

Particle image velocimetry
Random memory access

Reynolds number

Relative turbulence intensity
Revolutions per minute

Sample duration [s]
Spark ignition
Sample rate
Top dead center
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1 Introduction

In the search for more efficient and environmental friendly engines, a variety of different
initiatives to improve the engines have been launched. With more and more restrictions
from governments and associations a more complete understanding of engine parameters
have to be obtained. One of the areas which is important to understand is the combustion
process.

The combustion process is among others depending on the mixing of the fuel and air.
It has been shown that the movement and composition of turbulent structures of the air
plays an import roll in order to control the combustion. In the perspective of gaining more
knowledge about the early stages of the combustion process, the present study investigates
and aims at understanding such turbulent structures..

Turbulent structures can be investigated through many different techniques. Common
techniques used in experimental fluid mechanics are Laser Doppler Anemometry, Parti-
cle Image Velocimetry and Hot-Wire Anemometry. A pre-study has been carried out in
order to determinate the pros and cons for each methods, showing that the method of
Hot-Wire Anemometry is the one most suitable to the scale of this study. This technique
was therefore applied.

The goal of this study is to obtain knowledge and experiences in the use of the Hot-Wire
Anemometry technique and establish a basis for performing measurements of turbulent
structures in an IC engine. The turbulent structures which are sought for are the integral
time and length scales, the Taylor microscale and the Kolmogorov time and length scales.
In order to get familiar with the Hot-Wire Anemometry technique, a pipe experiment was
designed, and measurement of turbulent structures was performed. The pipe experiment
was carried out in the main flow direction at two positions downstream and throughout
the radius of the pipe. The advantage of a pipe experiment is that the pipe flow is a well
defined flow, so obtained results can be compared to known behaviours.

With the experience from the pipe experiment, an engine experiment was then designed
and preliminary measurement of turbulent structures was performed. The engine experi-
ment is more complex than the pipe experiment due to varying temperature and pressure,
a more multi directional flow and issues regarding the fast movements of the engine. The
obtained results from the engine experiment are rather simple, but are important in order
to gain knowledge of how to use Hot-Wire Anemometry in an engine. The data processing
is an important part of the engine experiment and will be discussed throughout this report.
The limitations and possible improvements regarding measurements in an engine will be
discussed and presented, and a deeper analysis of different aspect of the data processing
will be carried out.



2 Theory

In this chapter, the theory used in this study is presented. A presentation of hot-wires,
turbulent structures and data processing can be found.

2.1 Hot-wire

In this study, the method used for measuring turbulence, is hot-wire anemometry (HWA).
The hot-wire anemometer can measure fluid velocities which can be used to determine
turbulent parameters. A hot-wire anemometer consists of a thin wire suspended between
support needles, also called prongs. A sketch can be seen in Figure

Flow .
. Hot-wire
velocity

s

Figure 1: Sketch of 1D hot-wire probe

This is an example of a 1D hot-wire, but also 2D and 3D hot-wires are available.
An electric current is sent trough the wire, which will lead to an increase of the wire
temperature, through the resistance of the wire. The resistance of the wire is changing as
a function of wire temperature.

Rw(Tw) = RO(l + a(Tw - TO)) (1)

Where R, is the wire resistance, T,, is the current wire temperature, T is the start wire
temperature, Ry is the resistant at T and « is the temperature coefficient of resistance for
the wire. When the hot-wire is put in a flow, the colder fluid will cools down the wire, and
thereby changes the wire resistance. The cooling effect dependent on the flow speed and
fluid parameters. By investigating the energy budget, comparing the amount of electric
energy put into the wire and the amount of thermal energy transferred to the flow, the
flow velocity can be found.

The advantage of HWA is that the equipment is relatively inexpensive compared to other
methods like laser doppler anemometry (LDA) and particle image velocimetry (PIV). At
the same time HWA has a high frequency response, a continuous output signal and the
system is able to measure in multiple dimensions, D. In engine applications, HWA is also
relatively easy to install, again compared to LDA or PIV. These two methods are optical



techniques and therefore require optical access to the engine cylinder.

The disadvantage of HWA is that it interferes with the flow. This means that the flow
can be affected by the hot-wire and also that the flow cannot contain particles which can
damage or contaminate the wire. The wire itself is fragile because the wire has to be
thin in order to have a good frequency response. In engine application, this means that
measurements have to be carried out without combustion, so only motored results can be
obtained. This is in most cases also sufficient, because the flow can be described just up
to the point of injection and combustion, and will therefore give a good understanding of
the conditions before ignition. When working with highly 3 dimensional flows, troubles
using hot-wires can occur because they cannot detect the direction of the flow. This can
be helped by using more advanced 3D probes. Another disadvantage is that the hot-wire
has to be calibrated, which can be very time consuming.

In this study, HWA was chosen as the best compromise because of the relatively simple
test setup and frequency response.

2.1.1 Hardware for hot-wire anemometry

There are two methods for running a hot-wire, constant temperature anemometry (CTA)
and constant current anemometry (CCA).

Running a hot-wire with the CCA method, the current sent through the wire is kept
constant. This means, that the wire temperature is changing as function of the flow
velocity and fluid properties. When the flow velocity is increasing, the cooling effect gets
higher, decreasing the wire temperature and thereby the wire resistance. From Ohm’s
law, it can be seen, that when the resistance is decreasing the voltage is also decreasing,
when the current is constant.

E=IR (2)

Where E is the voltage, I is the current and R is the resistance. This drop in voltage,
is the output from the hot-wire anemometer, and what can be measured and processed.
In order to have a precise voltage output, a Wheatstone bridge is used, with the hot-wire
integrated in the circuit. This can be seen in Figure |2} [2][fig. 4.1].

| E o
i‘.-"\ " )
VOLTAGE @ ;q.,w>—-w GTPU
= < AMPLIFIER

o
CONTROL »
] f 4

RESISTOR ™ ™\_/\/Hior wiRe

Figure 2: Example of Wheatstone bridge for CCA

Here it can be seen, that the hot-wire is put as one of the resisters in the Wheatstone
bridge. The resistance in the three other resisters in the bridge are know, and thereby
giving a relation between the wire resistance and the voltage output. In the circuit shown,
an amplifier has been implemented in order to amplify the changes in the signal, gaining
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a more precise measure of the voltage.

The CCA method is simple, but has a drawback due to thermal inertia of the hot-wire.
This means that it takes time for the hot-wire to change its temperature. This is not
a problem in simple flows, but in turbulence flows, the fluctuations in the flow lead to
changes in the velocity. If the changes happen too fast, the hot-wire does not have time
to find an equilibrium and will therefore lag behind the changes in the flow. This leads to
incorrect results.

In order to encounter the problem of thermal inertia, the CTA method can be used.
Here the temperature of the wire is kept constants via a feedback system, and thereby
no movement of the wire temperature occurs. The feedback system is integrated in the
Wheatstone bridge, as seen in Figure|3| [2][fig. 4.2].

|
| 4
¢ R s e I
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. | | FEEDBACK _‘
‘;f N ERROR | AMPLIFIER OuTPUT
L, VOLTAGE VOLTAGE
i'm\‘ 51_,'
;:-»—-—i—--o 7 o
<

S
11
|

CONTROL / ;.
RES|STOR L\a«/\/ 0T WIRE

Figure 3: Example of Wheatstone bridge for CTA

The difference between the two circuits is that the input and output voltage is con-
nected via the feedback system. When the fluid is cooling the hot-wire, the temperature
and the resistance in the hot-wire will decrease, coursing an imbalance in the Wheatstone
bridge, changing the output voltage as for the CCA system. The feedback system detects
the drop in output voltage and will turn the input voltage up, thereby bringing the wire
temperature back to its original temperature. The resistance is also brought up, bringing
balance to the bridge. Because the feedback system is wired into the circuit, the temper-
ature is corrected rapidly and thereby preventing the system for suffering from thermal
inertia, and thereby increasing the frequency response of the system.

The wire temperature is determined from the overheat ratio, a, which is a ratio between
the wire resistance at operating temperature and ambient temperature. From the overheat
ratio, the operating temperature can be found as:

Ry — Ro
- ) 3
“ Ry )

a
Ty=—+ TO (4)

o
When making measurements in air, the overheat ratio is typically between 0.5 and 2

depending of the type of wire and application. The overheat ratio is regulated by adjusting
the resistance in the Wheatstone bridge.



2.1.2 Governing equations

The wire temperature is an important parameter in the heat transfer equations. When
talking about heat transfer, three types of heat transfer exist; convection, conduction and
radiation. The radiation is in this case negligible and will not be taken into account.
Conduction occurs from the hot-wire to the prongs, but are only 2-5% of the total heat
transfer. Experimentalists have dealt with the problem by either neglecting conduction or
using hot-wires with a wire length-to-diameter ratio bigger than 2000 in order to minimize
the temperature gradient along the wire, which conduction to the prongs will create. Davis
and Fisher have conducted an explicit solution for the mean wire temperature where
conduction and convection are taken into account [12][equ. 10]. When using a direct
calibration method, which will be described later, the conduction to the prongs will be
taken into account by the calibration, and no further compensation has to be made.

The biggest part of the total heat transfer is the convection from the hot-wire to the
flow. A relation between the flow velocity and voltage is needed in order to determine
the velocity from the voltage output. The governing equation for the convectional heat
transfer is described by:

(j = hAw(Tw - TO) (5)

Where ¢ is the convective heat transfer flux, h is the convection heat transfer coefficient
and A, is the surface area of the wire. The area is calculated as:

Ay = 7Dy Ly, (6)
Where D,, is the diameter of the wire and L,, is the length of the wire. h is found from
the Nusselt number, Nu, which is defined as:

hl . Nuky

=~ oh
b o= (7)

Where k; is the thermal conductivity of the fluid and [ is the characteristic length, in this
case the diameter of the wire. By combining Equation , Equation @ and Equation @
and substituting [ with D,, the following equation is obtained:

Nu

Nuky

w
The energy generated in the wire comes from the electric input, and is defined as:

q= TDwLw(Tw — To) = Nukgn Ly (T — To) (8)

g=1 2Rw (9)
This is introduced in Equation and by using Ohm’s law the current through the wire

can be found from the out put voltage and the total resistance of the wire and bridge,
Riotal- The total resistance can be measured and the following expression can be obtained:

I*Ry = NukmLy(Ty — To) (10)
E 2
( > Ry = NukymLy(Ty — To) & (11)
Rtotal
2
(mem) Bo
NU total (12)

" kL (Ty — To)



From this, the Nusselt number can be found. A relation between the Nusselt number and
the Reynolds number, Re, is normally established through an empirical found relation. In
hot-wire studies, the relation used is King’s law:

Nu= A+ B - Re" (13)

Where A, B and n are constants found through calibration. From the definition of the
Reynold number, the flow velocity can be found:

Re=Yl oy = BV

v

(14)

Where [ is the characteristic length, in this case D,, and v is the kinematic viscosity. In
this way, a relation between the flow velocity and the voltage has been established.

2.1.3 Calibration

Different types of calibrations are used when dealing with hot-wires. There is calibration
for the relation between voltage and flow velocity and directional calibration. The velocity
calibration can be done in different ways depending if the measurements are in 1D or 3D,
and depending on the nature of the flow.

Direct calibration

In the pipe test the flow is turbulent, but the temperature and pressure are constant,
and thereby also the fluid parameters. Because the nature of the flow is fairly simple,
a calibration method called the direct method can be used. The direct method is a
method where the hot-wire is calibrated in a control flow with a known velocity. The
known velocity is then directly connected to the output voltage of the wire. A number of
calibration points are made, and a calibration curve is created via a polynomial fit. The
points in the calibration curve are taken within the same velocity range as expected to
find in the flow. When the hot-wire is operated, the output voltage is measured and the
corresponding velocity is found via the calibration curve. By using the direct calibration
method, the equations above and conduction is taken into account y the calibration, and
does not have to be used directly.

Temperature correction

In the engine test, the nature of flow is more complex. The temperature and pressure is
no longer constant and thereby the fluid parameters either. This means that the simple
direct calibration method cannot be used. In order to take the fluctuating temperature
and pressure into account, temperature correction must be used.

First the relation between Nu and Re has to be established. A calibration similar to the
direct method is carried out to define the constants in King’s law. The flow is again at
room pressure and temperature. The calibration points in the voltage-velocity diagram
are saved. From the voltage, the Nusselt number can be calculated from Equation
and the Reynolds number can be calculated from Equation , at each calibration point.
By curve fitting, the constants A, B and n can be found, and the King’s law have been
established.

The experiments can be carried out, and the raw voltage output signal from the hot-wire

6



is saved. With that, Nu can be found from Equation . But in order to make a
correction of the elevated temperature and pressure, the thermal conductivity of the fluid,
k¢, is corrected by using the following method from [I4][equ. 3].

T 0.8
kcor =k - 1
’ <T0> (15)

Where Ty is estimated from a simple simulation explained in Section @ With the
corrected thermal conductivity, the corrected Nusselt number can be found. Through
King’s law, with the constants found from the calibration, the Reynolds number can be
found. The velocity can now be calculated from Equation , but the viscosity also has
to be corrected. The viscosity used in the correction is the dynamic viscosity by using
[14][equ. 4].

T 0.76
Hecor = M0 (Ti) (16)

The relation between the dynamic and the kinematic viscosity is:
p=vp (17)
Where p is calculated from the the ideal gas law:

_ p
TRspec

p (18)

Where Rgpe. is the specific gas constant for dry air which is equal to 287.058@%. With
the correction of y, the corrected velocity signal is hereby conducted and can be used for
further processing.

Directional calibration

Directional calibration is a calibration which determines the position of the hot-wire. For
the pipe test a 1D hot-wire was used. Because the wire cannot detect the direction of the
flow, the position of the wire in the flow is important in order to get the wanted velocity
signal. The wire has to be perpendicular to the main flow direction, as seen in Figure [T}
For a 1D hot-wire, the directional calibration can be carried out by putting the hot-wire in
the flow, and rotate it until it obtains the highest output value. In this way, the hot-wire
will be positioned perpendicular to the main flow.

For a 2D or 3D wire, the directional calibration is highly important in order to obtain
good results. The manufacture can carry out the directional calibration and provide the
yaw and pitch coefficients needed in order to place the probe correctly in the flow. The
directional calibration normally has to be made only once for the wire, since it relates
to the geometry of the wire which will not change. If the yaw and pitch coefficients are
not known, a calibration has to be made. This can be done by placing the hot-wire in a
fixture which can adjust the pitch, yaw and roll coefficients. The probe is then placed in
a control flow and rotated within a domain where the correct position can be expected to
be found. The output voltage is recorded at each angular increment. The coefficients can
then be found by comparing the output voltage to the angle.

7



2.2 Statistics

In order to describe a turbulent flow, statistics are often used. When working with tur-
bulence the assumption of stationary flow cannot be applied, due to the nature of the
turbulence. Instead the assumption of a statistical stationary flow can be applied. Mean-
ing that two samples in time, but in same position, will not be the same. But if two series
of samples are taking in the point, parameters as the average velocity and variance for
each series will be the same, under the assumption of statically converged series. Thereby
statistical stationary flow. Chosen statistical parameters will now be presented [14][equ:
5-7].

The mean velocity of a turbulent flow is found by:

o

I
—

Vi
V=" 19
L (19)
Where V is the mean velocity, V' is the raw velocity signal and N is the number of samples
in the signal. In fluid mechanics The flows velocity is often divided in its mean velocity
part and its fluctuation part. The mean velocity can be subtracted from the raw velocity
signal in order to get the fluctuations of the flow:

Vi=V -V (20)

Where Vy is the fluctuations. An illustration can be seen in Figure |§|

Raw velocity signal Mean velocity and fluctuations
ar At
) 2
~ ~
E 3f S 3F
> >
= 2 B~
[ [
3 s}
kS o
> it > ot
0 0
o 05 1 s 2 25 B as 3 s 5 o 05 1 is 2 25 B as 4 as 5
Time [s] Time [s]

Figure 4: Illustration of division of mean velocity and fluctuations

The standard deviation of signal can be used to describe the turbulent intensity of the
flow. The standard deviation , Vg, is calculated as:

(21)

From the standard deviation, the variance, V.. can be found as:

8



Viar = VSQtd (22)
Another parameter is the relative turbulent intensity, which describes how turbulent the

flow is by comparing the turbulent intensity to the mean flow:

Vita

RTI = —
|4

(23)

2.3 Length and time scales

When characterizing a turbulent flow, the different structures in the flow can be described.
The structures are eddies described by their size and life time. The eddies can be divided
into three ranges, the energy containing range, the inertial subrange and the dissipation
subrange.

In the energy containing range the largest eddies are found. These eddies are connected to
the mean flow and are generated by pressure gradients and instabilities in the flow. The
scales connected to this range are the integral time scale, T;,;, and integral length scale,
Lint. These describe the average life time and size, respectively, of the largest eddies that
can exist in a flow before they are broken down to smaller eddies.

When the eddies are broken down, they enter the inertial subrange. This range is dom-
inated by inviscid non-linear mechanisms, which means that the energy,brought into the
inertial subrange by the largest eddies remains constant. If viscus effects had been present,
it would have acted as an energy sink and would have taken energy out of the eddies. In
this range the eddies are decreasing in size, so a fixed length scale cannot be found. Be-
cause of the non-viscous environment, the eddies are not dying out, so a fixed time scale
cannot be found. The inertial subrange only exist for lows with high Reynolds number.
If the Reynolds number is too low, the inertial subrange cannot be found and a transition
from the energy containing rang directly to the dissipation subrange will occur.

In the dissipation subrange, the viscus effect are dominating. The viscus effects cause the
eddies to die out and dissipate into heat. The scales connected to this range are the Kol-
mogorov time scale, Tj,;, which describes the average life time of the eddies before they
dissipate into heat. And the Kolmogorov length scale, Lo, which describes the length of
the average smallest eddies that can exist in a flow before they dissipate into heat.
These three ranges are part of what normally is called the energy cascade. The energy
cascade describes how energy is transferred from external forces in the flow and into heat.
The energy cascade is related to the energy budget of a turbulent flow, which can be
described as [10][equ. 12.46]

D) SE 6 U;P . . 5 & _oU; g

~— TUic— = ——— + 2vUiSi; — wiw;U; | — 205555 + wiuj— — —pUs (24

5 i 52, 533j< o vU;Sij — uiu, ) vS;iSi; uu](sxj pop 3 (24)
1 2 ’ 4 5

This equation can be divided into 5 terms. Term 1 is the time derivative of the change in
mean flow kinetic energy. Term 5 is the loss to potential energy, which is not taken into
account here. Term 2 is called the transport term. It can be shown, that this term does
not affect the total rate of change of E, but only transport the energy between regions.
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This is in relation to the inertial subrange, where the energy is transported from bigger
to smaller eddies. Term 3 is the viscous dissipation term. This is the term which is re-
lated to the dissipation subrange, where the kinetic energy is dissipated into heat. Term
4 describes the loss from mean flow kinetic energy to turbulent kinetic energy. This term
represents the energy containing range, and describes the transition from mean flow to
turbulent structures.

Another length scale is the Taylor microscale, A. This length scale is not as physically
related to the flow as the integral and Kolmogorov scales, but is a measure of two things.
When looking at the fluctuations from Figure 4} the Taylor microscale is a measure of
the average spacing between zero crossings. If the spacing is small, the eddies in the flow
are also smaller. The Taylor microscale is also a intermediate scale which can be found
between the integral and Kolmogorov scales.

Other types of scales can also be used to describe a turbulent flow, for example veloc-

ity scales and other kind of length and time scales. In this study, the scales described
above will be used to characterize the flow.

2.4 Digital signal processing

The statistics are used to get a feeling of the flow, but if a more detailed analysis is needed,
digital signal processing has to be used.

In this section a description of how to avoid contamination of the signal, design of mea-
surements and how to calculate length- and time-scales and energy spectra are presented.

2.4.1 Aliasing and windowing

Two important phenomenons which have to be taken into account are aliasing and win-
dowing. Both of these can contaminate the signal and thereby lead to incorrect results.

Aliasing
Aliasing is a phenomenon which occur when the sampling rate is too low. If the sampling
rate is too low the samples recorded will not represent the real signal. An example can be

seen in Figure [5 [15][p. 39].
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Figure 5: Sketch of aliasing

From the figure, two sinus curves can be seen. The curve with the frequency, F,
represents a real signal. The dots on this curve represents recorded samples. The dots are
the only knowledge about the signal, so when making a sinus curve between the points,
the second sinus curve is constructed instead. Because the sample rate was too low to
fully represent the real signal, an non-existing sinus curve has been constructed. This will
lead to a transfer of energy in a energy-frequency plot from high frequencies to the lower
ones, also called folding. An example of folding can be seen in fig. [6] [5][fig. 12.21].

G G(n

r }

S\,

0 e 0 e ~f
(a) (%)

Figure 6: Folding due to aliasing

Here it can be seen how energy above a critical frequency, f., is folded back to lower
frequencies, and thereby contaminates the distribution of energy.
To prevent aliasing, a low-pass filter can be applied with at cut-off frequency, feui—of;-
This has to be done before sampling, if the signal is contaminated it cannot be restored.
There are two options for applying the low-pass filter. One is to know the maximum
frequency, finaz, of the flow and apply a low-pass filter according to that. This can for
example be done by experiments. When f,,, is known, one has to take into account the
Nyquist sampling criteria. Nyquist says that the maximum frequency that will not be
aliased is half the given sampling rate. Meaning that in order to represent the real signal
up to a frequency equal to fqz, one has to sample with a frequency twice as high. The
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low-pass filter is applied to this frequency in order to prevent any further folding of energy,
which can appear from noise. This can be described as:

fcut—off =2 fmax (25)
A sketch of the method can be seen in Figure [7]

Energy
N

\
N

f f

max Frequency

cut-off

Figure 7: Sketch of method of highest frequency

An other way to avoid aliasing has to be used, when the equipment becomes the
limiting factor. Some simple equipment has for example a few fixed settings for the
low-pass filter. If the highest low-pass filter is not high enough to include the highest
frequencies in the flow, the low-pass filter is applied and the sample rate is then set
according to the filter. A sketch of this method can be seen in Figure

Energy
A

/3

L

fcut-éoff Frequency

Figure 8: Sketch of filtering method

From the figure, the cut-off frequency of the low-pass filter is shown.It can be seen
that all frequencies above the cut-off frequency is omitted. This can lead to a lack of data
from the highest frequencies, but the signal will not be contaminated.

2.4.2 Sampling rate

The sample rate, SR, can be determined on background of the cut-off frequency found in
Section [2.4.1] in order to prevent aliasing. In the first method the sample rate has to be
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at least the same as the cut-off frequency, preferable higher, in order to fully represent the
signal.

SR Z fcutfoff (26)

In the other method, where the equipment is the limiting factor, to fully represent the
remaining part of the spectrum, one has to sample with at least double the frequency of
the cut-off frequency according to Nyquist. This will lead to a sample rate of:

SR > 2. fcutfoff (27)

In both cases, a low-pass filter has been applied. Because the filter used is not an ideal
filter, the roll off time of the filter has to be taken into account. This is done by setting
the filter to 3-5 times the Nyquist frequency. This mean for the second method that the
sampling rate should not only be twice as big as the cut-off frequency, but 3-5 times bigger
instead.

For other purposes, the sampling rate can be used for making uncorrelated measurements,
and thereby deliberately not representing the signal. For measurements where only the
data for velocity is needed and not for further processing, the sampling rate can be set so
low, that the points obtained are uncorrelated, and will thereby give individual samples.
The sampling rate can be found by:

1
SRuncorrelated < T

wnt

(28)

In this way, the samples are set so that two samples are not influenced by the same eddy.

Windowing

Windowing is a phenomenon which can occur when the measuring time is too short. The
flow is seen as an infinitely long velocity signal, and only a small window of the signal
can be captured when measuring. The width of the window is the measuring time. If the
measuring time is shorter than the biggest integral time scale, then the biggest eddies will
not be taken into account

Another effect of applying a window is that oscillations will occur when the signal is
used afterwards in a fasts Fourier transformation, FFT. A sketch of this can be seen in

Figure [9] [16].

FFT Magnitude of acquired data

"leakage”
aberrations

Figure 9: Effect of square window
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From the figure a sample of a signal can be seen. When the sample is used in a
FFT, the sudden change in the ends of the sample will lead to a leakage of energy in
the frequency spectrum. In the figure this is seen as the small waves in the spectrum.
These waves distributes energy from smaller frequencies in the energy spectrum to higher
frequencies, resulting in a more flat spectrum.

In order to avoid cutting off the biggest eddies and reduce the leakage, the length of the
sample has to be long. As a rule of thumb, the sample length should be 400 times longer
than the biggest eddies in the system.

2.4.3 Block averaging

To obtain a readable signal from experimental data, it is necessary to perform block
averaging. This subject is closely related to windowing. The obtained signal can fluctuate
a lot, and thereby be hard to read. In order to obtain readable results without loosing
information in the fluctuations, multiple series of data can be made, and averaged after
having been processed. These series are called blocks. The length and amount of blocks
needed depend on the flow and on the level of variability chosen.

Taking a series of samples in order to create a block is equivalent to apply a window on the
continuous velocity signal. The block length can thereby be determined as 400 times the
integral time scale, as mentioned before. The integral time scale can either be estimated
mathematically or experimentally. A very rough estimation of the integral time scale in a
pipe flow can be made from the diameter and center line velocity, which in this experiment
can be estimated to:

D 0.2m
T’int,est'imation =—=—+=0.05s

Va 4%

In this study, the integral time scale was estimated through testing. When the integral
time scale has been estimated, the length can be found as:

tblock = Tint,estimation - 400 = 20s (29)

The amount of blocks depends on the level of variability, and can be found from:

Niiock = (30)

g2

Where ¢ is the variability level. In this study a variability of 5% was used which is leading
to 400 blocks.

Each block is processed individually, and the results of each block are afterwards averaged.
An example of the effect of block averaging can be seen in Figure
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Figure 10: Example of block averaging, where (a) is without block averaging and (b) is
with block averaging

It can be seen from the figure, that the signal becomes more defined and thereby better
for further processing.

From the sample rate, block length and block time, the total recording time and sam-
ples can be calculated by:

ttotal = tolock - Nblock (31)
and
Ntotal = ttotal * SR (32)

2.4.4 Taylor microscale and integral time and length scale from
autocorrelation function

A tool to investigate the correlation between two points within a signal is the autocorrela-
tion function. The autocorrelation function takes a point of reference of the signal in time,
and finds how dependent it is, to another point taken after a certain time step, 7. By
finding the correlation between points in the signal, repeatable patterns in the signal can
be found. When used in a turbulence context, the repeatable patterns are eddies moving
over the hot wire. This means that the time before the signal repeats itself can be found,
and thereby the time it takes the biggest eddies to get broken down to smaller eddies can
be found. The autocorrelation function is defined as:

r(r) = Vp(t) - Vit + 1) (33)

This expression can be normalized by dividing with the variance, V,q,, so the normalized
autocorrelation function becomes:

Vit) - Vit +7)
Voar

R(r) = (34)
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An example of a autocorrelation function can be seen in Figure

Autocorrelation function

_0.2 1 1 1 1 1
0 0.005 0.01 0.015 0.02

7 [s]

0.025 0.03 0.035

Figure 11: Sketch of an autocorrelation function

The figure shows, that when the two points compared are the same, there is a 100%

correlation. As the time step gets bigger, the correlation between two points in time de-
creases.

From the autocorrelation function, the integral length scale and the Taylor microscale

can be found. A graphical representation of this can be seen in Figure [6][Fig. 6.10].
Here the integral time scale is denoted .# and the Taylor microscale is denoted A.

plr)
1
A
\
\
i
\
\
oL -
X rz g

Figure 12: Graphical representation of integral time scale and Taylor microscale

The integral time scale is found by integrating the area under the autocorrelation
function, and can be presented as shown in the figure. With this method, a proper result
can be hard to obtain from experimental results. Therefore, different method to determine

the integral time scale have been developed by P. L. O’Niell, D. Nicolaides, D. Honnery
and J. Soria [I1].
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1. The most correct method is to integrate over the entire autocorrelation function.
o0
Toi = [ R()dr (35)
0

2. For an autocorrelation function with a negative region, integrate up to the minimum
value.

3. Integrate up to the first zero crossing.
4. Integrate up to the value where the autocorrelation function drops below %

In the article it is concluded that by using method 1, the integral time scale will continue
to grow when using more and more data, because the autocorrelation function does not
stabilize at zero, when using real life data. Method 2 cannot be used if the autocorrelation
function has not got a negative region. Method 4 can discard a lot of the function and
thereby underestimate the integral time scale. The article concludes that the most precise
result is obtained by using method 3, which was therefore used in this study. Looking
at Figure [I2] using method 3 will give the integral time scale as the are under the curve
from 7 = 0 and until the curve crosses the x-axis. This area has been redistributed into a
square with high 1 and width equal to the integral time scale.

When the integral time scale is found, the integral length scale can be calculated from:

Lint = ,Tint : V (36)

The Taylor microscale can be found, as seen in Figure as the parabola fitted to the
autocorrelation function at origin. The Taylor microscale can also be found analytically,
but it still has its origin in the autocorrelation function,. The curvature of the parabola
can be approximated close to origin as [6][p. 211]:

2
%;?wT:ozAgé (37)
By a Taylor expansion, an equation for the parabola can be obtained:
_R(T)::ill72+-1 (38)
)2
By assuming a statistically stationary flow, it can be found that:
0= di;zar (39)

By combining Equation and Equation an analytical expression for the Taylor
microscale can be obtained:

<

A=V = (40)

dt

From this equation, the Taylor microscale can be found, and by using Equation the
parabola can be obtained.

Both when using the analytical and the curve-fitting method, noise in the signal has
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to be taken into account, as it leads to a lowering of the autocorrelation function. Look-
ing close to origin in Figure[IT]it can be seen, that the function, despite the normalisation,
is not exactly equal to 1. A close up of the curve can be seen in Figure

Autocorrelation function

Sample autocorrelation [-]

09

0.88 &

0 0.5 1 15 2
Tau [-] %1073

Figure 13: Close up of Autocorrelating function

Here it can be seen, that there is a drop from the point at x = 0 to the autocorrelation
function itself. The influence from the noise can be explained from Equation . When
noise, n, is taken into account the equation can be written as:

(Vi) +n(t) - (Ve(t +7) +nt+7)) =
Vi) - Vit + 1)+ Vi(t) -nt+71)+n(t) Vet +7) +n(t) n(t+71)

Assuming that the noise is white noise, n is totally random. This means that a correlation
between the signal V; and a random signal cannot be found, so the two mixed terms in
the expression will become zero. A correlation between the random signal and itself
cannot be found either, except when 7 = 0. Then there is a complete correlation and the
autocorrelation function will at x = 0 be equal to 1, everywhere else this term will become
zero. This leads to the peak in Figure In order to compensate for this, the first point
of the autocorrelation function was removed. A parabolic fit were then made for points
2 to 7. The fit were only made for some few points, because the fit is only valid close
to the origin. Using points 2 to 7 gave the best results. From the parabola the point at
x = 0 was found and put as a replacement for the point removed in the autocorrelation
function.

2.4.5 Energy from signal

In the same manner as the autocorrelation function, the idea behind an energy spectrum
is to break down the signal, and enable analysis of the individual eddies. In this way, the
energy distributed over the energy cascade described in Section can be analysed.
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14 Magnitude spectrum
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Figure 14: Example of magnitude spectrum

The velocity signal gained from measurements consist of many different sinusoids, which
give a signal difficult to interpret when combined together. The sinusoids can be isolated
by there frequency via a Fast Fourier Transformation (FFT):

V= / e PV dt (41)
—00

Where V is the output of the FFT - the velocity fluctuations in the frequency domain.
In an experimental case, the discrete FF'T must be used. Meaning that the input to the
FFT is not a continuous signal, but consists of many individual points. The integration
is changed to a sum with the limits 0 to n — 1, where n is the number of points in the
discrete signal. The FFT was carried out using MatLab’s function fft. The function in
MatLab is not taking into account the dt from Equation , so the dt is found as the
time between two samples, dt = ﬁ, and multiplied with the fft function.

From the FFT, a complex signal is obtained. By finding the modulus of the complex
signal, the magnitude of the signal can be obtained, |V| The length of the output signal
from the FFT is equal to the length of the input signal. The magnitude of the signal versus
the number of samples, bins, can be plotted as seen in Figure The energy density can
be found from the magnitude:

o V117

y (42)

T is the sample time and |V*| is the magnitude of the complex conjugated signal. A sketch
of a point from the complex signal, with its complex conjugated, can be seen in Figure
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Figure 15: Sketch of modulus of a point and its complex conjugated

Here it can be seen, that taking the modulus of the vectors will give the same length.
This means, that Equation can be rewritten into:

VQ
E:|T| (43)

The bins can be converted into frequencies by making a vector which starts from 0 and
runs up to a value equal to the SR, and is n elements long. By using the energy density
and the frequency vector an energy spectrum can be obtained:

Energy spectrum
012+ gy sp
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Figure 16: Example of energy spectrum

It can be seen, that the spectrum is symmetrical around %. It is common practise to
only look at one side of the spectrum. This is called the one sided energy spectrum. The
one sided energy spectrum can be plotted in a log-log plot. An example can be seen in

Figure
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Figure 17: Example of energy spectrum

The energy spectrum represents the distribution of energy at different eddy sizes. The
energy in the energy spectrum is the turbulent kinetic energy of the eddies.

It could be expected, that the energy spectrum would have a maximum where a spe-
cial eddy size would contain the most energy. This is also often the case, an example can
be seen in Figure [8][figur 4.12]. This energy spectrum has been normalized with its
maximum value and plotted as function of wavenumber. Here it is clearly seen, that the
spectrum is having a maximum. The difference between Figure [I§ and Figure [I7] is that
Figure has been obtained with a 3D system whereas Figure has been obtained by
a 1D system. When using a 1D system, the wire cannot detect the direction of the flow,
and will thereby see flow velocities from other direction as contributions to the main flow
direction. This means that energy from all three directions are added up, and thereby
flatten out the start of the spectrum. A 3D system can resolve the energy into the different
direction, and the curve will thereby have a maximum.
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Figure 18: Example of energy spectrum with maximum

The energy spectrum has a relation to V,4,. The variance can be found by integrating
the probability density function over all frequencies. The variance found from Equa-
tion and the one from the integration can be compared and thereby make part of
a validation of the energy spectrum. Because this is done for only the on sided energy
spectrum, a factor of 2 has to be multiplied, making the integration looking like:

%
Voar =2~ / Edf (44)
0

Because the curve consists of discrete points, the area under the curve has to be estimated.
This can be done by different methods. It was chosen to use the MatLab function trapez,
which estimates the area via the trapezoidal method.

An other way of calculating the energy spectrum has been proposed by Kolmogorov,
which uses the correlation [8][equ. 4.213].

=5

E(k) = Ceins (45)

Where C' is a constant, often put to 1.5, € is the dissipation rate and & is the wavenumber
which is inversely proportional to eddy size. In the inertial subrange, the dissipation rate
can be left out, meaning that a line only depending on the _75 factor is obtained. This can
also be used in an energy spectrum which uses frequencies instead. It leads to the rule
that the energy spectrum has to follow a _?5 slope in the inertial subrange. An example
of this slope can be seen in Figure
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Figure 19: Kolmogorov’s

Here it can be seen how the energy spectrum follows the _75 slope at the area of the
inertial subrange.

Another way of obtaining the energy spectrum is from the autocorrelation function. The
energy spectrum can be obtained by making a FFT with the non-normalized autocorre-
lation function, r, as input, and the autocorrelation function can be obtained by making
an inverse FFT (IFFT) with the energy spectrum as input. This also means, that the
integral time scale can be obtained by the energy spectrum [5][p. 444]. The conversion
from the autocorrelation function to the energy spectrum can be written as.

B(f) = /_ O:O =271 (1) dr (46)

The limits [—o0; 0o] refer to the two-sided energy spectrum and can thereby be rewritten as
in Equation . Furthermore, from isolating r(7) Equation the following expression
can be obtained.

o8} .
E(f)=2- / e P R(T)  Vyar dr
0
oo .
=2 Viar - / e 2™ R(r) dr (47)
0
Looking at Equation it can be seen, that an expression containing the integral time

scale can be obtained by setting f = 0.
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. / e 2 R(7) dr
0
:2‘er'/ R(r)dr
0
=2 VUQT ' Ent -

7—th 2. %aT (48)
E(0) can be found by extrapolating the energy spectrum to f = 0. This is an other
method to validate the energy spectrum.

The Taylor microscale and Kolmogorov length scale can be used to validate the energy
spectrum. In Figure [18|two length scales are shown, xp; and k,,. These indicate the bor-
derline between the inertial subrange, and the dissipation subrange and the Kolmogorov
length scale respectively. The Taylor microscale can be expected to be found near xpy,
determining the transition from the inertial subrange to the dissipation subrange. When
entering the dissipation subrange, the Kolmogorov length scale can be expected to be
found close after the kink in the energy spectrum.

2.5 Kolmogorov time and length scale

The Kolmogorov time and length scales can be found directly from the velocity signal and
thereby be compared to the energy spectrum to verify the results. The Kolmogorov scales
can be found from the dissipation rate, ¢, [5][equ. 2.79].

v

e =15v ;g’"
Where A is the Taylor microscale found in Equation (40f). The factor of 15 is a result of
the simplification of the dissipation rate when the assumption of isotropic turbulence has
been applied. The Kolmogorov time and length scales can be found as a correlation of v

and ¢ as:

(49)

Thot = (1;); (50)

U3\ 1
Ly = (5) (51)

In order to compare the length scales (integral, Kolmogorov and Taylor) to the energy
spectrum, the lengths have to be converted to frequencies, which can be done by:

Vv
fint LTI (52)
‘_/
A 53
frol 7L (53)
vV
= 54
I Y (54)

With this, the length scales can be plotted together with the energy spectrum.
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2.6 Simulation of engine pressure and temperature

In order to perform the temperature correction, the temperature of the cylinder gas at
any time has to be known. The gas temperature can be estimated by a simple simulation.
The simulation is performed in the period of the engine cycle where the valves are closed
and a confined volume is obtained. This is in the period 180 CAD to 540 CAD. It can be
assumed that the cylinder during the closed period is isolated. This means that no gas
leaks or heat losses occurs. This lead to the assumption of isentropic compression and
expansion.

pV"7 = Cont. (55)

Where ~ is the specific heat ratio which can be assumed constant and equal to 1.4. The
volume of the cylinder can be calculated from engine data as function of CAD, [13]. By
using the engine data the displacement volume, Vjy, can be found from.

V= 2325 (56)

From the displace volume and the compression ratio the compression volume, V. can be
found from.

Ve
e—1

With the compression volume, the volume as function of CAD, V() can be found from a
geometrical expression.

(57)

c =

B? R?
V(e)=V.+ WT <R (1 —cos(9)) + oL sin(9)2> (58)
By assuming that the gas at 180 CAD is at atmospheric pressure and temperature, the
pressure as a function of CAD can be found from the Equation .

V(@h@(}()AD)7
V(6)

The pressure curve obtained is an ideal process, unlike the process in the engine where
pressure and heat losses are present. The engine pressure can be measured and the

simulation can thereby be corrected. This is done with a correction factor which can
be found from.

PV = Vi & p(60) = patm ( (59)

CF — Pmaz,measured (60)

Pmazx,simulaiton
The correction factor has to be found from every wanted engine speed, because the max-
imum pressure is changing as function of engine speed. With the correction factor, the
pressure curve can be corrected. With the corrected pressure known at every CAD, the
temperature as function of CAD can be found from the ideal gas law.

_ pOV(O)Tatm
Te) = PatmV (0)]180cAD

(61)

With the temperature as function of CAD, the temperature correction can be performed.
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3 Pipe test set-up

The equipment used to carry out the pipe tests and the test procedure will here be pre-
sented. The purpose of the pipe test is to obtain a knowledge of the hot-wire anemometer
method and detect possible difficulties regarding test set-up and execution of the test.
The measurement will be carried out in one direction parallel to the main flow at two
position downstream and throughout the radius of the pipe.

3.1 Test set-up

The pipe test was carried out by using a 6m long pipe with a diameter of 200mm, see
Figure The end of the pipe is connected to a pipe-system which leads the air away
from the set-up. The flow is driven by a fan placed after the pipe. In the pipe-system an
orifice plate is mounted and a manometer is measuring the pressure drop over the orifice
plate. This was used to adjust the speed of the fan.

In order to insert the hot-wire into the pipe, holes with a diameter of 10mm were drilled
in the pipe and sealed with tape when not used, in order to fulfil the conservation of mass.
The test set-up was made for another test, where gas mixing was investigated [4], so a hole
for gas injection was already made. This hole indicates the zero-point in the longitudinal
direction of the pipe. The measurements carried out in this pipe test were made 10 and
-5 pipe diameters respectively, from this zero-point.
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Figure 20: Sketch of pipe

In order to get a more stable flow into the pipe, a filter and a bank of small tubes
was mounted at the inlet of the pipe. This can be seen as the hatched area in Figure [20]
It was discovered, that without the filter and tubes, the flow could be affected by people
walking close to the pipe or if doors in the laboratory were opened. With the filter and
tubes, the flow was much less sensitive to the environment in the laboratory.

A fixture to hold and determine the radial position (y-position) of the hot-wire during
testing was produced and can be seen in Figure
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Figure 21: Probe support fixture

In order to calibrate the hot-wire, a jet was used and located next to the pipe. The
jet consists of a fan which blows air through a diffuser. The air flows through a filter and
a bank of tubes, which makes the flow laminar. Hereafter, the air flows through a nozzle.
The fan speed can be controlled and a micro manometer measures the pressure difference
over the nozzle. By knowing the pressure difference and reading the ambient pressure
and temperature from meters in the laboratory, Bernoulli’s equation can be used and a
relation between the pressure difference and flow velocity can be established.
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Figure 22: Sketch of jet
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By using conservation of volume flow rate the expression can be rewritten into

As
U1A1 = U2A2 < V1 = UQA— =
1

PL— P2 = P50 (1 - (D_1> ) (62)
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The nozzle has an inlet diameter of 0.24m and outlet diameter of 0.1m, which leads to.

p1—po = p-vs-0.485 (63)

With this equation, an Excel sheet was made in order to go from pressure difference to
velocity and back when the hot-wire was calibrated. An example of the Excel sheet can

be seen in

3.2 Equipment

The equipment used in this test set-up can be described using a measuring chain. The
measuring chain used can be seen in Figure [23| (Modified version of [7][Fig. 1]).
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Figure 23: Measuring chain

The measuring chain shows the elements of the test set-up and how these are connected.
The individual elements will now be described.

3.2.1 Hot-wire probe and wiring

The hot-wire used in this experiment is a 55P11 single sensor hot-wire probe from Dantec
Dynamics [I]. The probe has a wire with a length and diameter of 1.25mm and 5um, and
the wire material is platinum-plated tungsten.

The hot-wire probe is kept in place by a 235mm probe support. From the probe support
a MiniCTA system is connected via a 4m probe cable. The length of the probe support
and the probe cable are important to know, because the length will influence the overall
electrical resistance of bridge in the CTA system.

3.2.2 MiniCTA system

The MiniCTA system used is a MiniCTA 54T30 from Dantec Dynamics. The MiniCTA
can be divided into two parts, the CTA part and the signal conditioner part.

The CTA part is the Wheatstone bridge that keeps the temperature of the hot-wire con-
stant, as described in Section A diagram of the bridge can be seen in Figure 24| [7][p.
51].
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Figure 24: Diagram of CTA diagram

The signal conditioner part of the MiniCTA, is where the low-pass filter, overheat
ratio, signal gain and offset can be chosen. The low-pass filter can be set to 1kHz, 3kH z,
10kHz or switched off. The switched off position is still limited and corresponds to a
filter around 50kHz. A signal gain, which amplifies the signal from the hot-wire, can be
switched on or off. To help the signal to be within the limits of the MiniCTA’s output
voltage (0 — 5V) an offset can be switched on or off. The MiniCTA and its options can
be seen in Figure

8421 8421

Binseo BINxt,4 | 9] | ] [ °]

CTA-gain Offset Gain
Rhot*20=80+BINx20+BINx1,4

+|J1

J1: Rhot J5: Offset on J9: 1kHz
J2: L+ J6: Offset off J10: 3 kHz
J3: L++ J7: Gain off J11: 10 kHz
J4: Test J8: Gain on J12: No filter
Multi Purpose Anemometer 54730

. DA

= DANTES

Figure 25: MiniCTA during measurements and its options

The options can be chosen by moving the green switches to their desired positions.
The red and white buttons adjust the overheat ratio of the CTA system. Their positions
are determined by the CTA-software when setting up the hardware in the program. For
the test, the gain and offset were switched off and a low-pass filter of 10kH z was chosen.

3.2.3 A/D Board

To convert the analog signal from the miniCTA into a digital signal, a BNC-2120 A/D
board from National Instruments was used. The probe cable was connected to the A/D
board in channel 2 and with the option of measure floating signal source switched on. The
A /D board has a 12-bit resolution which, according to DanTec [7][sec. 5.2.3], makes the
CTA system able to run without any amplification of the CTA signal. The input ranges
for the A/D board are £5V or £10V. The output of the miniCTA is 0 — 5V, so the A/D
board was set the the 5V setting.
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3.2.4 Software

The digital signal from the A/D board was collected by a computer with the DanTec soft-
ware "StreamWare Basic' installed. When creating a job in the software, the measurement
chain is entered in the program, which then calculates the overall resistance in the CTA
system. When determining the overheat ratio, the software gives the setting of the red
and white switches, as seen in Figure Next, the sampling rate and number of samples
are set in the software. A timer function can be used, which can repeat a measurement
with a fixed time interval. The software has a calibration procedure for direct calibration,
which creates a calibration curve. The calibration curve is used for the following mea-
surements. The results obtained was a series of velocities with an associated time stamp.
These results can be written to a txt. file, which was used as input to a MatLab script.
The MatLab script processed the data and created plots.

3.3 Test procedure

The test procedure is here presented, and describes the order and method of how the
set-up, calibration and measurement were carried out. Before the tests were performed,
a series of pre-test was made. These were made in order to get a first feeling of the flow.
From these a feeling of the eddy size and lifetime was obtained, and was used in order to
design the real tests.

First the hardware set-up was made. The parts in the measuring chain were connected,
without the power switched on. The measuring chain was entered in the software and
the overheat ratio was set to 0.8. The miniCTA was set up by turning off the gain and
off-set and the low-pass filter was set to 10kHz. The overheat ratio was adjusted in the
miniCTA from the instructions in the software. After the hardware was connected and
adjusted, the probe was placed in the stream of the jet and the power for the miniCTA
was switched on.

It was controlled that the probe was working via the '"Run online’ function in the software,
and the direct calibration was started. The probe was placed perpendicular to the flow,
so it simulated the orientation, that it would be mounted in, in the pipe. Because the
flow velocity in the pipe would be around 57, the calibration was carried out in the
range from 27 to 107 with 10 calibration points. The procedure of the calibration is,
that the software ask for the ambient temperature and pressure, and a flow velocity. The
corresponding pressure difference over the jet nozzle was found via Equation and
the jet was adjusted via the micro manometer so it matched the required flow velocity.
The software found the corresponding voltage output and made a calibration point in a
velocity-voltage plot. The 10 calibration points were determined in this manner over the
calibration range and the software fitted a 4th order polynomial to the points in order to
create the calibration curve.

The fan for the pipe was switched on and set to match a pressure different over the orifice
at 345Pa, and was running for a while before the measurements started. The probe was,
without disconnecting it, moved from the jet to the pipe and was mounted in the probe
support fixture. Two different series of measurements were carried out, a series where the
velocity profile was measured and a series where the turbulent structures were measured.
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Velocity profile

For the velocity profile measurements, the sample rate and number of samples were set
to b0H z and 50 samples respectively, giving a recording time of 1s. The sample rate was
chosen from the lifetime of the biggest eddies, based on the pre-test and was set lower in
order to insure independent samples, as described in Section Measurements were
taken at -5 diameter (-5D) in the x-direction and from 0.000 diameter to 0.900 diameter
with steps of 0.025 diameter in the y-direction. It was decided to stop at 0.900 diameter, i
order to prevent the hot-wire to hit the other side of the pipe, which could break the hot-
wire. For each measurements, the ambient temperature was recorded and the temperature
was within the range of 23.7°C' and 23.9°C. The ambient pressure was recorded before
and after the measurements and was within the range of 101375Pa and 101461 Pa. From
this it was concluded that the fluid properties could be assumed as constant. The velocity
results were saved as an txt. file. The name of the file and other data were written in an
Excel sheet which can be found in

The probe and fixture were moved to the 10 diameter (10D) position and the procedure
was repeated. Here the temperature was within the same range as before and the pressure
was within the range of 101461 Pa and 101470 Pa, so again the fluid properties were
assumed to be constant.

Turbulent structures

For the turbulent structures measurements, the sample rate was determined from Equa-
tion and was set to 40000H z due to the imperfect filter. For these measurements, a
variability of 5% was chosen, which means that 400 blocks were needed. The block length
was determined from the pre-test and Equation and was found to be just under 6s.
Round up to 6s and with a sample rate of 40000H z, this equals 240000 samples. The
software was programmed to take 400 blocks of 240000 samples with 1s between each
block in order to make the blocks independent.

After the velocity profile measurements at -5D, three turbulent structures measurements
were made at 0.500D, 0.675D and 0.850D. From the pre-test it was seen, that the velocity
profile was turned towards the pipe-wall on the opposite side of the hole for the hot-wire
support, and the hole seams to disturb the flow. This will be explained in section Sec-
tion In order to prevent the measurement to be affected by this, the measurements
was taken at the other side of the center of the pipe. After the probe was moved to the
10D position the turbulent structures measurements were performed in the same manner.
The ambient temperature and pressure were recorded and the temperature was within
a range of 23.0°C and 24.0°C' and the pressure was within a range of 101150Pa and
101470Pa. Again the fluid properties were assumed to be constant.

The data files from all the measurements were collected and were processed by MatLab.
All the velocity profile measurements was processed at the same time using the MatLab
script seen in The turbulent structures measurements produced data files
which when processed made the computer run out of RAM. So the six series had to be
processed individually. The results from each run in MatLab were saved in a database.
The databases was then collected and run by another MatLab script, which collected the
data and created the plots. The script for creating the data bases and the script for

collecting the data bases can be seen in
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4 Pipe test

The results from the pipe tests are here presented. The velocity profile measurements are
presented, and hereafter the turbulent structures measurements.

4.1 Velocity profile

A mean flow velocity profile for the -5D and 10D positions have been obtained using the
procedure in Section [3.3] The two velocity profiles can be seen in Figure 26
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Figure 26: Average velocities as function of diameter

From the figure it can be seen, that there is a peak in the velocity close to 0D. This
can be due to the hole for the hot-wire, which was drilled in the pipe. Air can be sucked
through the hole, and thereby adds to the cooling effect of the hot-wire, resulting in a

higher velocity. In order to see the velocity profiles more clearly, the fist part of the curve
was disregarded. With the new boundaries the velocity profiles were more clear.
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Bounded average velocities
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Figure 27: Average velocities as function of diameter with boundaries

It was expected to see velocity profiles with a parabolic shape and with the maximum
value at the center line. Maybe a slightly more flat profile for the -5D position could be
expected, because it is located closer to the tubes and filter. For the profile at 10D, a
parabolic shape can be seen, but the maximum value is pushed to towards one side of the
pipe. Looking at the profile at -5D, the profile is more flat, but is also pushed to the right
and has a bump at around 0.7D - 0.8D. This behaviour can be explained by the entry of
external air through the hole and the entry to the pipe. The air coming through the hole
might push the center of the profile away from the center line. Also, if a perfect entry
to the pipe was needed, a nozzle had to be fitted at the entry of the pipe. This would
ensure a more uniform inflow and a more well defined boundary layer. These two factors
can explain the shape of the profile.

The profiles were compared to similar results obtained by L. W. B. Browne and A.
Dinkelacker [9][fig. 1]. The tendencies of the profiles are the same, both starting to
drop at around 0.8 of the maximum velocity. The maximum point are lower because the
curves are pushed towards the right.

The profile for the relative turbulent intensity has also be calculated. Because the RTI
is a function of the mean velocity, Equation , the profile was expected to follow the
averge velocity but had a parabola which is flipped compared to Figure The first part
of the curve was again removed and the profile for the RTI can be seen in Figure
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Bounded normalized average velocities
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Figure 28: Normalized average velocities as function of diameter with boundaries

Bounded Relative turbulent intensity
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Figure 29: RTT as function of diameter with boundaries

The figure shows, that the profile follows the velocity profile as expected, and had the
same tendencies. It can be seen, that the general level of RTT is under 8%, with a peak
close to the hole. This indicates a flow where the mean flow is the dominating factor with
a low turbulent intensity.
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The RTI is in general lower at the -5D position compared to the 10D position. The velocity
is also lower, indicating a smaller standard deviation. This could signal that the flow is
more ordered at -5D, which make sense because it is closer to the tubes which forces the
eddies to be more uniform. Whereas the more developed flow has a more broad variety of
eddies.

4.2 Turbulent structures

The test for determining the size and lifetime of the eddies in the flow was conducted at
-5D and 10D in the x-direction and in 0.500D, 0.675D and 0.850D y-direction, resulting
in a total of six test. The results have been divided into three groups; average velocity
and RTI comparison, autocorrelations and energy spectra.

4.2.1 Average velocity and relative turbulent intensity

The average velocities of the mean flow in the points were calculated and compared to the
velocity profiles. The velocities can be seen in Figure
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Figure 30: Average velocity

As expected, it can be seen, that the velocities agree with the ones obtained from the
velocity profile. Also the RTT was calculated and compared. The results of the RTT can
be seen in Figure
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Relative turbulent intensity
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Figure 31: Relative turbulent intensity

The results for the measurements at 10D agree with results obtained from the RTI
profile. The results for the measurements at -5D seems to be a lower. This can be
due to the number of measurements point taken in the two measurements. In the RTI
profile measurements averaging was done with 50 points and in these measurements, the
averaging was done for 96 mio. points. In general the two tests agree on the tendencies
in the flow.

4.2.2 Autocorrelations

In order to obtain the integral length and times scales, the autocorrelation function was
calculated from Equation . The autocorrelation function for the six measuring points,
can be seen in Figure
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Autocorrelation function
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Figure 32: Autocorrelation

By using the method described in Section the integral time scale could be cal-
cualted by integrating the area under the autocorrelation function from 7 = 0 until the
first zero crossing. By using Equation , the integral length scale can be calculated
from the integral time scale. The results can be seen en Table [I]

x-position | y-position | T;ne[s] | Lint[m]
10D 0.500D 0.0040 | 0.0208
10D 0.675D 0.0057 | 0.0309
10D 0.850D 0.0074 | 0.0332
-5D 0.500D 0.0038 | 0.0168
-5D 0.675D 0.0093 | 0.0439
-5D 0.850D 0.0027 | 0.0119

Table 1: Integral time and length scales

The integral time and length scales have been plotted in Figure
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Integral time scale
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Figure 33: Integral time and length scales

Looking at the results for the 10D position, it can be seen that the integral time scale
is growing when approaching the wall, and thereby also the integral length scale. This can
be explained by the development of the turbulent boundary layer, which will grow thicker
and when the flow is fully develop, will grow to cover the entire cross-sectional area. It
seems like the flow is not fully developed at 10D, but the boundary thickness has grown to
some extent, meaning that there is a region in the center of the pipe, which is not within
the turbulent boundary layer. This can also be seen from the RTT profile, which shows

that the region closes to the wall is having the highest turbulent intensity.

This increasing trend of the integral time scale is not the case for the results at the -5D
position. The results for 0.500D and 0.850D are closer together, which can be expected
because of the tubes and filter. The results at 0.675D seem to act differently. The auto-
correlation function for this point also does not look like the others. Looking at Figure
the velocity in this area is high, so it seems like the flow inlet has an effect on the flow,

which vanishes as the flow gets more developed.

The Taylor microscale was calculated using Equation (40)).

microscale can be seen in Table 21

x-position | y-position | A[m]
10D 0.500D 0.0007
10D 0.675D 0.0010
10D 0.850D 0.0015
-5D 0.500D 0.0005
-5D 0.675D 0.0004
-5D 0.850D 0.0010

Table 2: Taylor microscales
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The Taylor microscale have been plotted in Figure

Taylor microscale
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Figure 34: Taylor microscale

It can be seen, that for the 10D position, the Taylor microscale increases as it gets
closer to the wall. This is the same tendency as seen from the integral time scale. For
the -5D position, the 0.500D and 0.850D positions follows the same tendencies, but are
in general lower than the one for the 10D position. This can be due to the tubes. The
point for the -5D position at 0.675D has a Taylor microscale which is the same as the the
one at 0.500D, despite having an integral time scale which is much higher. This indicates
that the eddies decrease in size faster here, than at the other points.

The integral time scale and the Taylor microscale can be plotted together with the au-
tocorrelation function, as seen in Figure The integral time scale is equal to the area
under the autocorrelation function, and this area can be collected into a square with hight
equal to one and width equal to the integral time scale. In this manner the integral time
scale can be plotted as a vertical line in the autocorrelation plot. The Taylor microscale
can be plotted by using Equation . The integral time scale and the Taylor microscale
can be seen in Figure
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Autocorrelation function
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Figure 35: Autocorrelation with T;,; and A

From the figure it can be seen, that the lines of the integral time scales seem to
match the area under the autocorrelation functions. And it can be seen, that the Taylor
microscale can be read from its curve’s zero-crossing with the x-axis. This indicates that
the autocorrelations functions obtained seem to be correct.

4.2.3 Energy spectrum

The energy spectra from each of the six measurement points were conducted using the
procedure explained in Section [2.4.5] By using MatLab’s FFT function, which is equal
to Equation , multiplied with dt = ﬁ = m = 2.5-107%s the output of the FFT
is obtained. By using the FFT-output in Equation with T' = ty0c = 6s the signal
energy density can be found. Transforming the bins into frequencies, the energy spectra
can be plotted in a log-log plot, and can be seen in Figure
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Figure 36: Energy spectrum

In order to validate the spectrum, the area under the curve was calculated and com-
pared to the variance of the velocity signal, as seen from Equation . The results can
be seen in Table Bl

x-position | y-position Voar Area
10D 0.500D 0.012527 | 0.012527
10D 0.675D 0.027737 | 0.027737
10D 0.850D 0.096977 | 0.096978
-5D 0.500D 0.007466 | 0.007466
-5D 0.675D 0.005150 | 0.005150
-5D 0.850D 0.035314 | 0.035314

Table 3: Comparison of area under the energy spectra and variance of velocity signal

Here it can be seen, that the area under the energy spectra and their respectively vari-
ance are almost identical. This indicates that the spectra have been conducted correctly.
Because the autocorrelation function and the energy spectrum are related, the integral
time scale can also be found from Equation . This was done, by fitting a curve to the
first part of the curve. The coefficients of the fit were used to create a function, which
could be evaluated at f = 0, and thereby find F(0). The fit and results for the integral
time scale can be seen in Figure
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Energy spectrum with curve fitting
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Figure 37: Energy spectrum with fits and estimated Ty

The results for the integral time scale from the curve fitting and from the autocorre-
lation function have been compared in Table [4]

x-position | y-position | T;,; autocorrelation [s] | T;,: energy spectrum [s]
10D 0.500D 0.0040 0.0035
10D 0.675D 0.0057 0.0059
10D 0.850D 0.0074 0.0075
-5D 0.500D 0.0038 0.0036
-5D 0.675D 0.0093 0.0092
-5D 0.850D 0.0027 0.0026

Table 4: Comparison of T;,; from autocorrelation and energy spectrum

From the table it can be seen, that there is a good agreement of the integral time
scales. The difference between the two methods seems to come from the curve fitting, so
also from this point of view the energy spectra seem to be correct.

With the energy spectrum verified, an analysis of the curves can now be made. Looking
at Figure the three ranges of eddy sizes can be seen.

The first parts of the spectra are flat, and represent the energy containing range. As ex-
plained in Section [2.4.5] a flat first part of the curve indicates that the measurement have
been obtained with a 1D probe, which is also the case. It can be seen, that the curves
start out with different energy levels. Looking at the 10D position, the trend is that the
energy level is higher closer to the wall than at the center line. This is also the trend for
the -5D position, but not as pronounced as for the 10D position. The rising energy level
can be explained by the relative turbulence intensity. The RTT is higher close to the wall
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and thereby indicates a higher level of turbulence compared to the main flow. This means
that most of the mean flow kinetic energy has been transformed into turbulent kinetic
energy, which will lead to an increased energy level. Close to the wall, the RTT is higher
for the 10D position, compared to the -5D position, which indicates that the mean flow
is more dominating at the start of the pipe, and energy level will be lower as a result
of that. For the -5D position, the two curves at 0.500D and 0.675D are having a more
similar energy level, compared to the one at 0.850D. This can indicate, that the turbulent
boundary layer at the start of the pipe, is thin, and only affects the curve closes to the
wall. At the 10D position, the boundary layer seems to have grown, and the curves at
this position have therefore a more different energy level.

The next step of the curve is at the first kink, which indicates the transition from the en-
ergy containing range to the inertial subrange. This is also where the integral length scale
can be expected to be found. The integral length scales was transformed from lengths to
frequencies via Equation and plotted in Figure
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Figure 38: Energy spectrum with L;,; expressed as fin:

Here it can be seen, that the integral length scales appear in the area around the first
kink, as expected. After the lines of the integral length scales, the curve drops, and enters
the inertial subrange. The curves in this range should follow the %5 rule of Kolmogorov.
An energy spectrum with the %5 slope has been plotted together with the curves. This
can be seen in Figure
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Energy spectrum with %5 slope
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Figure 39: Energy spectrum with %5 slope

It can be seen, that some of the curves follow the rule. But the curves for the -5D
position at 0.500D and 0.675D and for the 10D potion at 0.500D do not follow the %5
slope. The energy spectrum is only valid for measurements with sufficiently high RTT,
which in these points are low. This indicates that the energy spectra in these points
does not follow the assumption, and the curves will therefore not follow the _75 slope. In
the remaining measuring points, the curves follow the slope and with a higher RTI, the
assumption is fulfilled.

Also in the inertial subrange, the Taylor microscale is expected to be found. The Taylor
microscale was converted into frequencies via Equation and was plotted together
witht the energy spectra in Figure
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Figure 40: Energy spectrum with A expressed as fiqy

The Taylor microscales for the 10D position at 0.675D and the -5D position at 0.850D

are almost similar, and the lines are therefore overlapping. Further more, it can be seen
that the Taylor microscales for the curves from before (-5D position at 0.500D and 0.675D
and for the 10D potion at 0.500D) seem out of place, but that can be expected as the
curves obtained do not fulfil the assumption of high RTI. But for the remaining curves
it can be seen, that the lines intersect with the curves within the inertial subrange. For
the curve at the 10D position at 0.850D, this is especially pronounced, since the line here
represents the ending of the linear slop and thereby indicates the transition between the
inertial subrange and the dissipation subrange.
The next step of the curve is representing the dissipation subrange. It can be seen, that
the curve after the Taylor microscale is decreasing faster, indicating that the viscus forces
are dominating and the turbulent kinetic energy is dissipating into heat. It can be seen,
that the curves at high frequencies flatten out. This indicates that the natural limit of how
high frequencies the hot-wire can measure has been reached. The flat part appears at very
low energy levels and the peaks seen is most likely noise. This also means, that the last
part of the dissipation subrange is shown in these energy spectra. The Kolmogorov length
scale is representing the smallest eddies, so the scale can be expected to be within this
flat part of the curve. The Kolmogorov time and length scales were calculated from the
dissipation rate via Equation , and the correlations Equation and Equation (51)).
The viscosity of the air was found for each point from the recorded ambient temperature
and pressurdl] The results can be seen in Table

!The kinematic viscosty was found via the software EES: nu=KinematicViscosity(Air_ha;T=T_atm;P=p_ atm)
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X-position | y-position e[’?—;] v- 10_5[%2] Trot - 1073 [s] | Lgoy - 10™% [m]
10D 0.500D 6.457 1.544 1.546 1.545
10D 0.675D 6.919 1.544 1.494 1.519
10D 0.850D 10.565 1.544 1.209 1.366
-5D 0.500D 7.171 1.542 1.466 1.504
-5D 0.675D 6.629 1.550 1.529 1.540
-5D 0.850D 8.871 1.549 1.321 1.431

Table 5: Kolmogorov time and length scales

The Kolmogorov time and length scales have been plotted in Figure [41]
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Figure 41: Kolmogorov time and length scales

The difference between the time and length scales are small. But a decreasing tendency
for the 10D position can be seen. It can be expected, that the life time of the eddies are
smaller near the wall, because of increased friction from the walls. The RTT is also higher
at the walls, so the size of the eddies can be expected to be smaller here. At the -5D
position, the tendency follows the one for the integral time and length scales, by having
a peak at 0.675D. The RTI is low here, so the time and length scales can be expected to

be bigger.

The Kolmogorov length scales have been transformed into frequencies via Equation (53))
and plotted in the energy spectra, Figure
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Energy spectrum with Ly,
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Figure 42: Energy spectrum with Ly, expressed as fro

Here it can be seen, that the Kolmogorov length scales are close to each other, and
they are located in the flat part of the curve as expected. In order to obtain an energy
spectrum which can detect the Kolmogorov length scales, a much smaller wire and an
isolated system to prevent noise have to be used.

With this, the integral and Kolmogorov time and length scales, and the Taylor microscale
have been obtained. A plot with all scales shown at once can be seen in
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5 Engine test set-up

The equipment used to carry out the engine tests and the test procedure will here be pre-
sented. The purpose of the engine test is to make preliminary measurement of the time
and length scales in an IC engine, in order to understand the difficulties regarding turbu-
lence measurement. From the measurement, a basis for measuring turbulent structures in
an IC engine will be established.

5.1 Engine

The engine used for the experiments was a Briggs and Stratton, 1 cylinder, 4-stroke SI IC
engine. The data of the engine can be found in Table [6]

Parameter Symbol Value unit
Stroke S 0.06508 m
Bore B 0.04765 m
Crank shaft arm length R 0.02382 m
Connection rod L 0.08890 m
Compression ratio € 6 -

Table 6: Engine data

Because the experiments have to be conducted without combustion to protect the
hot-wire, the engine was driven by an electric motor. The electric motor was controlled
by a frequency converter through the software "Starter'. The engine speed was set by
"Starter", and could be varied between 200 and 3500rpm. In order to know the position
of the crank an inductive sensor was fitted to the shaft of the electric motor. The sensor
gives a pulse for each revolution. The sensor was not mounted such that the electric signal
gave a pulse at TDC or BDC, but was placed 135° ATDC. This had to be accounted for
in the data processing.

Pictures of the engine set-up can be seen in Figure A picture of the mounting of the
inductive sensor, and the geometry of the cylinder head can be seen.

48



(c) Inductive sensor set-up (d) Cylinder head

Figure 43: Engine set-up

5.2 Equipment

The elements used in this test set-up, are described via a measuring chain as before. The
chain contains of the same elements as the pipe test, seen in Figure

5.2.1 Hot-wire probe, mount and wiring

The hot-wire used in the engine experiment is a 55A75 high-temperature probe from Dan-
Tec. The probe has a wire with a length and diameter of 2.2mm and 10um respectively.
The wire material is made of 90 % platinum and 10 % Rhodium. The probe can operate
in temperatures and pressures up to 750°C and 100Bar respectively.

Because the hot-wire system has to cope with the high temperatures and pressures, the
hot-wire is build into the wire support, and can therefore not be separated as in the pipe
test. The support is a thin walled pipe, with an outside diametelﬂ of 4mm, filled with a
ceramic material in order to isolate the electric wires inside. The probe is connected to
the miniCTA with a 4m cable.

In order to mount the hot-wire in the engine, a fixture had to be made. It was decided to
use a Swagelok tube fitting®| which can be seen in Figure

2Follows DIN2391 part 1
3http:/ /swagelok.com /en/catalog/product/detail?part=SS-4M0-1-2RPBT. Swagelok tube fitting,
Part No. SS-4MO0-1-2RPBT.
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Figure 44: Swagelok tube fitting

The thread of the fitting is a 1/8 in. male thread, which does not fit the M14x1.25
female thread in the spark plug hole of the engine. A thread adapter was designed and
produced in the workshop. The adapter was designed to fit the Swagelok fitting in one
end and to imitate a spark plug in the other. A picture can be seen in Figure [45] and the

technical drawing can be seen in

Figure 45: Thread adapter (front and back)

One washer was put between the fitting and the adaptor, and one was put between
the adaptor and the engine to make a sealed connection.

The fixture was tested in order to assure a proper mounting of the hot-wire, meaning
that the hot-wire is not blown out of the engine under operation and the wire support is
not damaged. A dummy-support has been specially produced by DanTec, which is iden-
tical to the wire support used with the hot-wire. The dummy-support was used to test
the fixture without risk of breaking the hot-wire. An estimation of the amount of force,
that the fixture has to withstand was made. An engine pressure of 100bar was assumed,
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which will lead to a force along the wire support. The force was calculated as:

2
F=p A= pengine - —D2% . =100-10°Pa - % (4-107%m)” = 125.7N

4 support
leading to
F 125.7N
= = = 12.8k
g 982n g

Only weights of 12kg could be found, corresponding to an engine pressure of 93.8bar. The
resistance of the dummy-support was measured and the Swagelok fitting was mounted.
The Swagelok fitting was tighten after the recommendations from Swagelok. With a 4mm
fitting the nut should be finger tight and then turned additional 270°. For smaller tube
fittings 450° is recommended, and because the 4mm fitting is on the borderline of being a
small fitting, it was decided to tighten the nut an additional 360° from finger tight. In order
to insure an easy dismounting of the fitting, teflon ferrules where used with the fitting,.
The resistance through the dummy-support was measured, and no change was observed.
Meaning that the tightening has not damaged the support. The dummy-support with
the mounted fitting was tested with the load of 12kg and no movement between the two
parts was observed. This means that the fixture will be able to sufficiently hold on the
the support. This load is static, so the fixture was tested in the engine in order to assure
that the fixture was sufficient with a pulsating load. The engine was run at engine speeds
from 600 to 3500rpm and no movement of the support was observed. With this, it was
concluded that the fixture was able to withstand the engine pressure without damaging
the support. The dummy-support and the dummy-support with an exploded view of the
fixture can be seen in Figure [46]

Figure 46: Dummy-support with fixture

5.2.2 MiniCTA system

The MiniCTA system used in this experiment was a MiniCTA 54T42 from DanTec Dy-
namics. This is a newer version of the 54T30 miniCTA used in the pipe test. DanTec was
concerned about using the old version together with the high-temperature probe because
the wire is thicker than the 55P11 probe, and due to the start up of the 54T30 miniCTA,
the wire had a risk of breaking. The 54T42 miniCTA was made to cope with this start up
problem, and therefore used in this experiment. The functions and layout of the 54142
miniCTA is exactly the same as for the 54T30 miniCTA, as seen in Figure
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Figure 47: 54T42 miniCTA during measurements and its options

For the test, the gain was switch off, the offset was switched on and a low-pass filter
of 10kH z was chosen.

5.2.3 A/D module

For the engine test, a NI 9215 with BNC, A/D module was used. It was connected via a
Hi-speed USB carrier to a laptop. The module is a 16-bit module with four channels and a
range of £10V and a maximum sample frequency of 100k H z. The hot-wire was connected
to channel 0 and the inductive sensor connected to channel 1. The module has a build in
bias resistor of 200k€2 between each channel. It was found that the bias resistor was too
big, making the signals drift too much apart and thereby disturbing the signal. The build
in bias resistor was bypassed by connecting the two channels with a smaller resistor of
10k€2. In this way, the signals were brought closer together and noise transferred between
the channels has been minimised.

5.2.4 Software and data acquisition

The "StreamWare Basic" software was again used to set-up the miniCTA and make the
calibration. Because temperature correction has to be performed, only the calibration
points were saved from the calibration, and were used later in the data processing.

The data acquisition was in these experiments performed via MatLab. When performing
the data acquisition, only the raw voltage signal from the hot-wire and the induction
sensor with the matching time stamp were saved in a .mat file. The MatLab script used

to make the data acquisition can be seen in

5.3 Test procedure

The test procedure is here presented, and describes the order and method of how the set-
up, calibration and measurement was carried out. Before the engine tests were performed,
pre-tests was made in order to design the real tests and determine parameters of the set-
up.

First the hardware set-up was made and the support fixture was mounted. The adaptor
and Swagelok fitting was connected with a washer in between. The adaptor and fitting was
mounted on the wire support as described. The hot-wire with the fixture was mounted in
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a spare cylinder head in order to adjust the depth and angle of hot-wire. The parts in the
measuring chain was connected, with the power switched off. The measuring chain was
entered in the "StreamWare Basic" software and the overheat ratio was set to 0.8. The
miniCTA was set up by turning the gain off and the off-set on. During pre-test it was
seen that the volt signal was idling at around 3V, and during operation exciting 5V. With
the build in off-set switched on, the volt signal was idling around 2V and was kept under
5V during calibration. The low-pass filter was set to its highest setting of 10kHz. The
overheat ratio was adjusted in the miniCTA from the instructions in the software. The
probe was placed in the stream of the jet and the power for the miniCTA was switched
on.

The hot-wire was calibrated via the software, in the range which were possible to do with
the jet. A test showed that the jet could produce wind speeds from 1.3% to 287, so this
range was used as the calibration range. The 10 calibrations points was saved in an .txt
file and was used later in the temperature correction in the data processing. The wind
speed of the jet was again found from the micro manometer and Equation (63). The
calibration procedure followed the procedure used to calibrate the hot-wire in the pipe
test.

The engine was started and the inductive sensor was switched on. In order to start up
the engine, the software "Starter" was started and set up according to the original set-up,
[3]. First the parameters were set to match the values in Table

Parameter Description Set value Unit
Motor Start

pl0 Drive commissioning parameter filter [0] Ready -

p1900 Motor data identification and rotating measurement [0] Inhibited -

pl1910 Motor data identification selection [0] Inhibited -
Motor Speed

p2000 Reference speed reference frequency [3500] rpm

p1082 Maximum speed [3500] rpm
Brake usage

pl1240 Vdc controller configuration [0] Inhib Vdc ctrl -

p219 Breaking resistor braking power 0.93 kW

Data Tracing

p45 Display values smoothing time constant 1000 ms

Table 7: "Starter" parameters for frequency converter

Once the parameters had been set, the relay outputs were set such that relay 0 should
be open through COM and NC 0 in ports 20 and 18. Relay 1 should be open through
COM and NC 1 in ports 22 and 21. With the relays set, the engine speed can be typed
in and the engine was ready to start. Before the engine was started, the hot-wire was
moved, still without disconnecting it, and mounted in the engine. The engine was started
and the signal of the hot-wire was controlled via the software "NI MAX". The data
acquisition MatLab script was prepared by entering the engine speed, and the name of
the measurement performed. The data acquisition was set to measure with a sample
rate of 100kHz in order to assure to capture the pulses from the inductive sensor. In
order to again obtain a signal with a variability of 5%, 400 engine cycles were recorded.
But because the signal need to be shifted with 135C'AD and processed extra cycles were
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recorded. From the sample rate and the engine speed, the sample duration, SD, could
be calculated. With this, a continuous voltage signal from the inductive sensor and the
hot-wire was obtained. Because the signal had to be cut up into individual cycles and
only the closed engine rotations can be used, there was no need for making 400 individual
measurement as in the pipe test.

Data about the experiment and the datafile name were written in an Excel document,
which can be seen in

The test was performed for 4 positions and 3 engine speeds. All measurement have been
conducted with the throttle fully open. The variation of test parameters can be seen in
Table Bl

Parameter Settings Unit
Depth [4 ;8] mm
Angle [0 ; 90] deg

Engine speed  [500 ; 1000 ; 1500]  rpm

Table 8: Variation of test parameters

The depth is measured from the cylinder head and towards the piston. The angle of

'

the hot-wire is described in Figure [48]

Figure 48: Angle of hot-wire in engine

When the position of the hot-wire was fixed via the fixture, the engine speed was var-
ied. Then the engine was stopped and the hot-wire removed. A new position was set and
the wire was again installed in the engine. It was discovered that when the hot-wire was
installed, the cable from the probe support could get twisted, leading to a raised voltage
signal. By making sure that the cable was not twisted, the voltage level dropped to a
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normal level.
The atmospheric temperature and pressure were varying within 0.4°C and 118 Pa, during
the test and were therefore assumed constant.

When all measurement were performed, the data processing could begin. The same
method of dividing the data, in order to not avoid running out of RAM, was used as
for the pipe test. The data were divided into three categories, one for each engine speed.
The data processing MatLab script made for the engine test is based on the one from the
pipe test. But because temperature correction and cutting of the velocity signal had to
be performed, the script was extended in order to obtain the velocity signal which could
then be fed into the old part. The new part of the script cut the continuous voltage signal
into engine rotations via the pulses from the inductive sensor. The pulses were corrected
with the 135C AD which the inductive sensor was shifted from TDC. The rotations which
contained the closed rotation of the engine cycle were stored. Next the simulation from
Section for obtaining the pressure and temperature in the engine as function of CAD
was performed. With that, the temperature correction from Section [2.1.3| was performed
and thereby also the velocity signal. Before the processing of the signal was performed,
the signal was plotted to check if the right engine rotation was used. If the wrong rotation
was used, the cutting of the signal was changed such that the right rotation was used.
From the simulation, an average viscosity over the cycle was found and was used when
calculating the Kolmogorov scales. With these two corrections, the script was run fully
and a data base was created. The MatLab script with associated functions can be found in

A script collected and plotted the results. The script can be seen in
[
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6 Engine test

The result of the engine test is here presented. The flow is described in the same manner
as in the pipe test, with average velocities and relative turbulent intensity to get a feeling
of the flow. Followed by calculation of the integral scales from the autocorrelation function
together with the Taylor microscale. And last the energy spectrum and the Kolmogorov
scales. These steps are made in order to see if the behaviour of the engine can be reflected
in the obtained results.

To make use of hot-wire anemometry in an engine is more complicated than making
measurement in a simple pipe flow, so some simplifications are made.

1. The measurement are conducted using a single wire hot-wire. In a highly 3 dimen-
sional flow, this will make the hot-wire more influenced by flows with other direction
than intended. When using a 1D probe to make 2D measurement, the two velocities
will be higher because the compensation normally used with a 2D wire is not made.

2. The temperature used to make the temperature correction was conducted from a
simple simulation, with the assumption of isentropic process.

3. The equations used for make the temperature correction are only taking convection
into account. Conduction to the prongs and radiation are neglected.

4. An average temperature of the viscosity was used when calculating the Kolmogorov
scales.

During the test, some problems with the inductive sensor occurred. This was discovered
when analysing the data. For the measurements at 1000rpm and 1500rpm, the sensor
only recorded every second rotation, equivalent to a full engine cycle. In order to solve
the problem, a averaging between two pulses was made in order to be able to cut the
voltage signal into single rotations. The amount of points between two pulses was found,
and within the individual 400 engine cycles, the point was varying with less than half a
percentage. So it was assumed that manual introducing a new point in the voltage signal
of the inductive sensor would not change the outcome of the results. For the measurement
performed at a depth of 4mm, 90deg and 500rpm the signal from the inductive sensor
was too disordered to use, so this measurement has not been taking into account in the
following results.

6.1 Sensitivity analysis

A sensitivity analysis of three areas of the calculations have been made in order to see
their effects on results. The results presented in this section is not final and are only used
in order to describe the changes of the results of this analysis. An explanation of the
derivation of the engine results will be explained in the following sections. An example of
a velocity signal which will be used in this section can be seen in Figure
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Velocity signal - depth = 4mm, Odeg and 1000rpm
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Figure 49: Velocity signal obtained at depth = 4mm, Odeg and 1000rpm

6.1.1 Polynomial fit VS. high-pass filter for obtaining velocity
fluctuations

From the pre-test it was discovered that the fluctuations of the velocity signal could not
be obtained by subtracting the average velocity from the velocity signal due to the cyclic
behaviour of the engine cycle. For the pre-test a polynomial fit was subtracted from the
velocity signal in order to obtain the fluctuations. But a proper fit were difficult to obtain,
so a high-pass filtering were carried out instead. Result for both method were calculated in
order to see the difference. The polynomial fit was a third order polynomial and the high-
pass filters cut-off frequency was put to 200H z on basis of the pre-test. From Figure
fluctuations from a velocity signal obtained from a measurement at depth = 4mm, Odeg
and 1000rpm, for interval 1, can be seen for both methods.

Here it can be seen that the curve for the polynomial fit start out being lower than the
cure for the high-pass filter. After some time the two curves crosses and the curve for
the polynomial fit is en general higher in the last half of the figure. It seems like the
polynomial fit does not lower the last part of the curve sufficiently, and that the high-pass
filter separate the fluctuation from the velocity signal in the best way.
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Fluctuations - depth = 4mm, Odeg and 1000rpm
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Figure 50: Variation of velocity fluctuations with use of polynomial fit and high-pass filter.
depth = 4mm, Odeg and 1000rpm

Effects of using a high-pass filter can also be seen in the autocorrelation functions. At
the same position, but including all the 8 intervals, the autocorrelation functions can be
seen in Figure

Autocorrelation function - depth = 4mm, Odeg and 1000rpm Autocorrelation function - depth = 4mm, Odeg and 1000rpm
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Figure 51: Variation of the autocorrelation function with use of polynomial fit and high-
pass filter. depth = 4mm, Odeg and 1000rpm

Then main effect of using a high-pass filter is that the biggest eddies are filtered out,
which can be seen on Figure [b], since the autocorrelation function stabilizes around 0
faster. Using a high-pass filter with a too high cut-off frequency can lower the integral
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time and length scale because the biggest eddies are removed.
An energy spectrum has been conducted and can be seen in Figure [52]

Energy spectrum - depth = 4mm, Odeg and 1000rpm
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Figure 52: Variation of spectrum with use of polynomial fit and high-pass filter. depth =
4mm, Odeg and 1000rpm

From the first part of the spectrum it can be seen, that with the high-pass filter, the
energy at low frequencies are more constant than with the polynomial fit. With high-pass
filter the curve look more as result obtained from a one dimensional measurement, which
could indicate the the contamination from flows with other directions have been excluded.
In the middle part of the spectrum are the curves identical, but in the last part they differ
again with the curve with the high-pass filter having a lower level of energy. The results
after 10kH z cannot be analysed properly because of the low-pass filter.

The time and length scales have been calculated and can be seen in Table [J]

Scale Polynomial fit | High-pass filter
Tint - 1072 [s] 5.043 4.926
Lint - 1072 [m)] 1.957 1.911
A-107°  [m] 8.144 8.090
Tio - 1075 [5] 1.093 1.095
Lio - 1075 [m] 1.036 1.037

Table 9: Scales with with use of polynomial fit and high-pass filter. Int = 1, depth = 4mm,
Odeg and 1000rpm

From the table it can be seen that there is almost no change in the Kolmogorov scales,
when applying the high-pass filter, which was expected because only the biggest eddies
have been excluded. The biggest change is at the integral scale, where the integral time
scale for the one with the high-pass filter is lower than with the polynomial fit. This
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can be expected because the biggest eddies might have excluded. This indicated that the
cut-off filter maybe is set too high.

From this analysis it is concluded to use the high-pass filter instead of the polynomial
fit, due to a more accurate separation of the fluctuations, and the change in the integral
scales are very small.

6.1.2 Estimation of cylinder gas temperature

Another area which have been analysed is the effect of the temperature of the cylinder
gas. In this study a very simple estimation have been carried out, and in order to see how
sensitive the results are to temperature changes, the estimated gas temperature is here
compared to a temperature found by artificial lowering the temperature pressure curve
with 5%. Meaning that the pressure is kept unchanged. It can be expected that the
temperature will fall if for example heat loss to the cylinder wall are taken into account.
The velocity signal have been carried out for the two temperatures at the position at
depth = 4mm, Odeg and 1000rpm, and can be seen in Figure

Velocity signal - depth = 4mm, Odeg and 1000rpm
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Int = 1: 5% lower temperature
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Figure 53: Variation of velocity with different gas temperature. Int = 1, depth = 4mm,
Odeg and 1000rpm

It can be seen that the lower temperature leads to a slight fall of the velocity. Because
the curve have just been lowered, only very small changes can be seen in the autocorre-
lation functions, because the shape of the velocity signal would remain the same. So the
autocorrelation function will remain almost exactly the same.

The energy spectrum have been conducted at the two temperatures and can be seen in
Figure
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Energy spectrum - depth = 4mm, Odeg and 1000rpm
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Figure 54: Variation of spectrum with different gas temperature. depth = 4mm, 0deg and
1000rpm

It can be seen that the lower temperature leads to a slight fall of the energy. The
small fall in the the energy can be due to slightly lower fluctuations, but is almost the
same because the fluctuation have been separated.

The time and length scales a the two temperatures have been calculated and can be seen
in Table

Scale Estimated temperature | Lowered temperature
Tint - 1075 [s] 5.043 5.044
Lint - 1074 [m] 1.956 1.843
A-107°  [m] 8.144 7.829
Tio, - 1075 [s] 1.093 1.114
Ly - 1075 [m)] 1.036 1.046

Table 10: Scales with different gas temperature . Int = 1, depth = 4mm, 0deg and
1000rpm

From the results it can be seen that the integral time scale only differs slightly, which
was expected due to the almost identically autocorrelation functions. The integral length
scales differ due to the lower average velocity of the low temperature velocity signal. The
same happens for the Taylor microscale, since the average velocity also is present in the
calculation. The Kolmogorov scales are slightly raised, which can be from Equation
due to the higher viscosity and lower dissipation rate.

It can be seen that the temperature has an effect on the time and length scales, but
the scales are not very sensitive. So it was concluded that the simple estimation of tem-

perature was sufficient for this project, but can be improved for further work.
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6.1.3 Length of intervals

The interval length was during pre-test set to 45C' AD. From Table [I0]it can be seen that
the integral time scale is around 5 - 107°s, and the duration of the 45CAD interval at
10007rpm is 750 - 1075s. This is equal to 150 times the integral time scale, and thereby
less than the 400 necessary in order to avoid windowing. To see the effects of the short
interval, the length of the interval have been varied. Two intervals have been made for
the compression stroke; one from BDC and forward, and one from TDC and backwards.
Four intervals length have been chosen, 45, 60, 75, 90C AD. An interval length of 90C AD
is equivalent to 300 integral time scales. An extra interval length equal to 120C AD have
also been created because the interval length is equivalent to 400 integral time scales. The
length of the interval will not have an effect of on the velocity, so only the autocorrelation
function and the energy spectrum will be presented. The autocorrelation function for the
2 intervals as function of interval length can be seen in Figure [55]

Autocorrelation function - depth = 4mm, Odeg and 1000rpm Autocorrelation function - depth = 4mm, Odeg and 1000rpm

: [BDC ; 45CAD ABDC] : [45CAD BTDC ; TDC]
[BDC ; 60CAD ABDC] [60CAD BTDC ; TDC]
[BDC ; 75CAD ABDC] [75CAD BTDC ; TDC]
[90CAD BTDC ; TDC]
[120CAD BTDC ; TDC]

[BDC ; 90CAD ABDC]
[BDC ; 120CAD ABDC]

05 05
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Figure 55: Autocorrelation function with different gas temperature. Int = 1, depth =
4mm, Odeg and 1000rpm

From Figure (a), it can be seen that with longer intervals, the curves are oscillating
stronger. This can be because the interval starts to stretch into a more turbulent area,
which can cause the oscillations. The same trend can be seen from Figure (b)

The energy spectrum have been conducted in order to investigate the effects, and can be
seen in Figure
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Energy spectrum - depth = 4mm, Odeg and 1000rpm Energy spectrum - depth = 4mm, Odeg and 1000rpm
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Figure 56: Energy spectra with varying interval length. depth = 4mm, Odeg and 1000rpm

From Figure|56|(a) it can be seen that the curves starts earlier and earlier as the interval
gets longer. This shows that there are bigger eddies in the flow, which was not captured
by an interval of 456C'AD. The curves are raised slightly as the interval gets longer, which
can be due to the higher turbulent energy that can be found in the more turbulent are.
The same trends can be seen in Figure [p6|(b). Here the curves also starts earlier and the
energy level is raised. Again, it can be expected to find larger eddies when the interval is
longer, and with a longer interval, it reaches into a more turbulent area.

The time and length scales have been found and can be seen in Table

From BDC and forward

Scale 45 CAD | 60 CAD | 75 CAD | 90 CAD | 120 CAD
Tint - 107> [s] 5.046 4.783 4.453 4.263 4.176
Lint - 1074 [m] 1.955 2.190 2.201 2.187 2.095
A-107%  [m] 1.121 1.258 1.253 1.182 1.015
Tiot - 1075 [5] 1.506 1.372 1.176 1.025 0.886
Lo - 1075 [m)] 1.216 1.160 1.074 1.031 0.933

From TDC and backwards

Scale 45 CAD | 60 CAD | 75 CAD | 90 CAD | 120 CAD
Tint - 1075 [s] 10.156 5.043 4.435 4.061 3.915
Lint - 1074 [m)] 1.920 1.091 1.129 1.128 1.491
A-107°  [m] 2.134 2.584 3.259 4.243 6.464
Tior - 1076 [s] 7.351 6.483 6.056 5.990 6.729
Lo - 1075 [m)] 8.495 7.978 7.710 7.669 8.128

Table 11: Scales with with varying interval length. depth = 4mm, Odeg and 1000rpm

Looking at the integral time scale, it could be expected to see that the scale would
grow when the interval got longer, but it can be seen that it actually decreases. Bigger
eddies might be found by increasing the interval, but the integral time scale is a measure
of the average live time for the biggest eddies. This means, that when the interval is
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getting longer, bigger eddies are found, but the interval also stretches into a more tur-
bulent are, where the integral time scale can be expected to decrease, and thereby bring
down the average life time of the eddies. The integral length scale on the other hand are
growing, but this is due to the higher average velocity. Looking at the autocorrelation
function, from where the integral time scale is found, the oscillations disturbs the picture,
and makes it difficult to obtain a proper result.

The Taylor microscale seems to fall when looking at the interval starting from BDC and
growing when looking at the interval starting from TDC.

The Kolmogrov time scale seems to decrease for the interval starting at BDC, together
with the Kolmogorov length scale. For the interval starting at TDC, the Kolmogorov time
scale is more constant and so are the Kolmogorov length scale.

From this analysis, it can be seen that the length of the intervals has an effect on the
time and length scales. However, it was decided to keep an interval length of 45C' AD
in the following results, because an interval length of 120C AD might include the largest
eddies, but the interval is to long to see the changes which is coursed by the engine move-
ment. So in order to resolve the movement of the engine, and the changes of the flow this
brings, it was decided to keep the interval length to 45C AD, but bearing in mind that
the short interval disturbs the results of the time and length scales.

6.2 Average velocities and relative turbulent intensity

The average velocities of the flow have been found in 4 positions and at 3 engine speeds.
Each measurement have been divided into 8 intervals of 45C' AD, representing the period
from 180C AD to 540CAD. The average velocities at the different positions as function
of engine speed can be seen in Figure
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The same tendency can be seen for all the positions. The highest velocities are
found during the compression stroke, with maximum occurring during the second in-
terval (225C AD —270C AD). After TDC, during the expansion stroke, the velocity seems
to remain constant at around 2 — 5%*. It can be seen, that higher engine speed leads to
higher velocities, which also can be expected because the piston travels faster at higher
rpm. Looking at the change in depth, it does not seems like the it has a big influence
in the average velocity, but a small raise can be observed. The change of angle leads in
general to a small raise in velocity. This is the same tendencies observed in [I4][fig. 3].
For the 8mm, Odeg position, it can be seen that the velocity is much higher than in the
other positions. It looks like something is happening in this direction, but it seems pecu-
liar as the velocity is much lower in the 4mm, Odeg position. Looking the the Excel data
sheet for the engine test, a comment about the twisting of the wire of the support can be
seen. This have been mended before the test was carried out, but might still have an effect.

The relative turbulent intensity has been calculated can be seen in Figure

66



poads ourduo SurAres Yirm A}SUSIUL JUS[NCINY QAIJR[OY :RG 0INSIq

[eAtajuy
8 L 9 S 14 € z T
T T T T T T T
_—e————o—__
-~ A 8
N
N
e, ‘\\(O//// N
o—— é/ N i
\ ]
\ \
\ \ q
\ \
\ \ 4
\ \ 1
\ \
\ \
\ \
N s 4
\ -
\
N -
N 7
N "4
N Pre
N _= 4
N~
o
wdioosT
wdioooT — © — b
wdigos — © —

0T

0z

0g

oy

0S

09

0L

08

06

00T

8ope pue wwg = Yidop - AJISUSIUL JUSNGINL) SAIIR[OY

[eAIOU]
8 L 9 S 14 € [4

r T T T T T T

wdi0osT

wdioooT — © —

0T

0z

(o1}

or

0S

09

0L

08

06

00T

8op(G pur wwy, = Yjdop - AJISUSIUL JUSINGINY SAIJR[OY

PARRRS

(%] TTM

[eAIoju]
8 L 9 S 14 € z T
T T T T T T T
6-———— O ————e—___¢ B
N
N
e O AN ]
- - ~
o Q
N Y
AN N
N N 1
N\ N
N ~
\ V- ——— -0
\ ~ 7
@/
S~ A
o ————a _ B
=g
wdiosT
wdipooT — © — T
wdipos — & —

oT

0C

og

or

0s

09

0L

08

06

00T

8op( pue wwig = Y3dop - A}ISUSJUT JUSTNGING SATIR[OY

[eAI2juT
8 L 9 S 14 € z T
T T T T T T T
C—— g ——O-_ _ 1
© -—e_
R _ 8
o—— =~ N
N N
N AN
N
N N N E
N N
N © —
© ————— |
AN
N
N
AN
N 4
N -
\ __—C
o
wdiosT
wdipooT — & — 7
wdipos — & —

oT

4

0g

or

0S

09

0L

08

06

00T

8op( pue wwy = Yidop - A}SUDIUT JUSNQING DAIIR[IN]

[%] 119

[%] 1Y

67



It can be seen, that the RTI tends to follow the shape of the curve from the average
velocities. The RTT is higher during the compression stroke than the expansion stroke,
with its maximum occurring around the second or third interval. The curves starts out
different at BDC, but all have the decreasing form down to TDC, and are then again more
constant, with a small tendency of rising close the the second BDC. It can be expected to
see a lower RTT at higher pressure, because the high pressure can limit the movement of
the eddies, and thereby lowering the RTI.

It can seen, that the RTT also is increased when the engine speed goes up. No big and
consistent changes occurs by changing the position of the hot-wire.

From the average velocity and the RTI, it seems like the hot-wire is capturing the changes
in the engine regarding crank angle position, variation of engine speed and position of the
measurement.

6.3 Autocorrelation

In order to find the integral scales, the autocorrelation function have been calculated. An
autocorrelation function have been calculated for each interval for the 12 measurements, all
these can be seen in The autocorrelation is calculated from the fluctuations.
But because of the shape of the velocity signal, finding and subtracting the average velocity
from the signal is not adequate. A high-pass filter of 200H z was used to separate the
fluctuations from the velocity signal. With the fluctuations isolated, a representative
measurement have been selected and can be seen in Figure

Autocorrelation function - depth = 4mm, Odeg and 1000rpm
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Figure 59: Representative autocorrelation function. Position at 4mm, Odeg and 1000rpm

From the figure it can be seen that there are two main behaviours of the autocorre-
lation functions. One behaviour is the one which look like the autocorrelation function
form the pipe test. Starts around one and smoothly decrease and stabilize at zero. This
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is the case for intervals 5-8. These intervals represents the expansion stroke, and from
the average velocities and RTI it can be seen that the velocity is low with a low RTI.
This means that the flow is more steady and there is a bigger correlation between the
points in time. For the intervals 1-4 the autocorrelation is alternating before stabilizing.
These intervals represent the compression stroke, and here the average velocity and RTT
is much higher. The RTT is up to 75%, meaning that there is a high level of turbulence
compared to the mean flow. The high level of turbulence indicate a flow which is highly
discorded, making a correlation between points in time very weak. This can be seen as the
alternating autocorrelation functions. The tendency of having alternating autocorrelation
functions during the compression stroke and more smooth functions during the expansion
stroke, can be seen in all the measurements. By changing the engine speed, the slope
of the autocorrelation function differs, and are getting steeper as the engine speed goes
up. This can be explained by the higher RTI, which can make the flow more chaotic and
thereby lead to a faster loss of cohering in the flow.

The integral time scale for each interval and for all measurement have been found from
the autocorrelation function. It was found as the first zero crossing as in the pipe test.
The integral length scale was calculated from the integral time scale, and the results can

be seen in fig.
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Looking at the integral time scales, it can be seen that time scale is low during the
compression stroke. Because the time scale is found from the autocorrelation function,
and that the autocorrelation function is alternating here, a very low time scale can be
expected. This means that the results of the time scale during the compression stroke is
misleading. A better result might be obtained by making a curve fitting, and calculate
the time scale from that.

During the expansion stroke, the autocorrelation function is leading to more correct re-
sults. It can be seen, that the time scale is higher for the 8mm position, which can be
expected because there is more space for the eddies to evolve, than for the 4mm posi-
tion. It can also be seen, that the time scale is higher at low engine speeds, this can be
explained by the fact that at lower engine speed, the eddies have more time to evolve be-
fore the conditions are changed. The angle of the wire does not seems to change the results.

The integral length scale is directly coupled with the integral time scale via the aver-
age velocity. It can be seen that the length scale during the compression stroke is low,
except for the 8mm, Odeg position. Here the length scale is bigger compared to the other
positions, which can be explained by the high average velocity found here.

It can be seen that the length scales a bigger at low engine speed, which is due to the
extra time that the eddies have, before the conditions changes.

With the integral time scale found, a check for windowing is performed. It can be seen
that the time scale is around 0.005s. From Section [2.4.2] it was found that the block time
should be 400 time the integral time scale, leading to a block time of 2s. At 1500rpm
the block time - time of one interval - is 0.005s, meaning that the biggest eddies might
not will be taking into account and windowing can contaminate the energy spectrum, as

described in Section [6.1.3]

The Taylor microscale have been calculated for each interval and for every measurement,
and can be seen in Figure [61]
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From the figure it can be seen that the Taylor microscales is higher during the com-
pression stroke than during the expansion stroke. From Equation it can be seen that
the average velocity affect the Taylor microscale, and the highest average velocity can also
be found during the compression stroke. Which is also why the miscroscale at the 8mm,
Odeg position are much higher than for the other positions. A higher Taylor microscale
also indicates that the transition from the inertial subrange to the dissipation subrange is
appearing at larger eddies sizes.

During the expansion stroke, the Taylor microscale seems more constant, which is the
same tendency seen from the average velocity and RTT.

It can be seen that the Taylor microscale is higher at higher engine speeds, again meaning
that the transition from the inertial subrange to the dissipation subrange is appearing at
larger eddies sizes.

The integral times scale and the Taylor microscales have been plotted together with the
representative autocorrelation function from before, in order to verify the results, and can
be seen in Figure The plot have zoomed in on the start of the curves where the integral
time scale and Taylor microscale can be expected to be found.

Autocorrelation function with time scales
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Figure 62: Representative autocorrelation function with 7j,; and \. Position at 4mm,
Odeg and 1000rpm

The integral time scale at interval 2 and 3 are very similar and therefore look like one
line the plot, and the same goes for the integral time scale at interval 6 and 7. Looking
at the integral time scales for interval 5 to 8, it can be seen that they represent the area
under the curve well. For the interval 1 to 4, it seems like the integral time scale is to
small, which again can be explained by the alternating curve.

Looking at the theoretically found Taylor microscale, it can be seen that only the curve
fitting from interval 1 to 3 is seems to follow the autocorrelation close to 7 = 0. The curve
fitting from interval 4 to 8 all drop very rapidity and does not follow the autocorrelation.
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But looking at the zero crossing of the curve fittings, it can be seen that they match the

value of the Taylor micro scale found in Figure [61]

6.4 Energy spectrum

The energy spectrum for each interval and for all measurement have been calculated, by
using MatLab’s FFT function multiplies with dt = ﬁ =

spectra can be seen in A representative spectrum can be seen in Figure

10~%s. The energy

Energy spectrum - depth = 4mm, Odeg and 1000rpm
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Figure 63: Representative energy spectrum. Position at 4mm, Odeg and 1000rpm

The area under the plots have been calculated and can be seen in Table 12| compared
to the variation in order to validate the energy spectrum.

Interval | Vg, Area
1 4.646 | 3.740
2 16.219 | 12.960
3 7.600 | 6.078
4 0.705 | 0.567
5 0.184 | 0.150
6 0.104 | 0.087
7 0.211 | 0.175
8 0.090 | 0.073

Table 12: Comparison of area under the energy spectra and variance of velocity signal at

4mm, Odeg and 1000

It can be seen that the area under the curves are higher than the variance of the
velocity signal, which can be explained by the filtering of the signal, meaning that some
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of the energy have been taken out of the signal.

Looking at the first part of the energy spectra it can be seen that a flat plateau obtained
in the pipe test is not as pronounced here. Keep in mind, that the spectra are conducted
for 45C' AD intervals, they might have to be raised and starting earlier. It can be seen
that the curves for intervals with higher RTT is at higher energy levels, due to the grater
amount of turbulent energy compared to the main flow.

In order to understand the first part of the spectrum better, the integral length scale have
been converted to a frequency and plotted together with the energy spectrum, this can be

seen in fig. [64]
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Figure 64: Representative energy spectrum with L;,; expresed as fiy;. Position at 4mm,
Odeg and 1000rpm

From the figure it can be seen that the even though the integral length scales from
Figure [60] seems similar across the intervals, they differ when transformed into frequencies
due to the average velocity. It can also be seen, that the integral length scales are so small,
that the low-pass filter of 10kH z seems to be to small. The very small eddie sizes can
also be a consequence of oscillation the autocorrelation function. It can be seen that the
integral length scales in interval 4-8 does not have the flat plateau which was expected,
but enters the inertial subrange faster than the for interval 1-3. A peak can be seen at
frequency around 4500H z, which might come from noise.

3 3

Entering the inertial subrange, the = slope have been plotted in order to test the ==

rule. This can be seen in Figure
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Figure 65: Representative energy spectrum with the %3 slope. Position at 4mm, Odeg
and 1000rpm

It can be seen that the energy spectra from interval 4 to 8 follows the slope fine after
the integral length scale. The spectra from interval 2 and 3 does not seem to follow the
slope, which make it looks like that there is an error connected to these.

In order to find the boundaries of the inertial subregion the Taylor microscale have been
plotted together with the energy spectra and can be seen in Figure [66]

Here it can be seen that the Taylor microscales seems to be bigger than the integral time
scale in interval 1 to 3. This does not make physical sense, but can be used as a measure
of the oscillating autocorrelation function and be an indication of a very short inertial
subrange for these intervals. For the interval 4-8 it can be seen that the inertial subrange
ends after the low-pass filer, which indicated that the low-pass filter were set to low to
fully show the spectrum.
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Figure 66: Representative energy spectrum. Position at 4mm, Odeg and 1000rpm

In order to find the smallest eddies, the Kolmogorov scales was calculated. The Kol-
mogorov scales was calculated from the dissipation rate and the viscosity found from at
the mean gas temperature and pressure. The results from the representative 4mm, Odeg
and 1000rpm position and can be found in Table

Interval | - 105[?—32] v 10_6["‘72] Tiot - 1075 [s] | Lgoy - 1072 [m]
1 0.815 9.817 1.097 1.038
2 0.301 9.817 1.807 1.332
3 0.727 9.817 1.162 1.068
4 3.435 9.817 0.535 0.724
) 5.087 9.817 0.439 0.657
6 5.404 9.817 0.426 0.647
7 2.960 9.817 0.576 0.752
8 8.957 9.817 0.331 0.570

Table 13: Kolmogorov time and length scales

Here it can be seen that the dissipation rate is much higher than for the pipe test.
This means that the dissipation happens faster, which also can be expected due to the
behaviour of the engine. All Kolmogorov scales have been plotted and can be seen in

Figure [67}

7



poads ourduo SurAIes [im so[eds AOIOSOWOY] :)9 2INJI

[eAIojuUT
8 L 9 S v € z T
r T T T T T T lao
———e = ——— o — —o—_____ !
G====g===="F1
ol _e———— %
S~ e -~ ~<
o7 oL _ P &4
wdioosT T~
wdipooT — & — €
wdigog — © —
0T
3opog pue wwig = Yidop - o[eds YISUS] AOIOFOW[OS]
[eAIoUT
8 L 9 S v € 4 T
A S G A A 1°
O/// ~ \\®lll11®\\l\\¢1./i/////ﬂ7/// L _—== U,H
T~ Te~_ T8 -
€
wdipoST v
wdipooT — & —
wdipos — © — S

0T %

Sopg pue wrwug = Yidop - 9[eIs dUII} A0IOIOW[GY

[eAarouy
: : 9 S v € z T
r T T T . : ; o
e e i it - R g,
I [ 1
g -4t
z
€
0T %
8op(6 pur wwy; = Yidop - o[rOS [)3UL] AOIOSOW[OY]
[eAatouy
: : 9 S v € z T
& : .
C;!Ilrﬁwv&\l‘@\\l\)wullllmyll T T g,
//é/// - T
~——e—" .
€
wdioosT v

wdipooT — & —

0T <

Soppg pue wrwy = Yidop - 9[eds duIl} A0I0IOW[GY

[eAdI2UT
8 L 9 S 4 € z T
r T T T T T T 0
B S S— o ]
- o = = t
O~ _ _ __—-e—-- T ——a O==_ —=" T 0O
el ~ -=& =
N iy
~o P L
wdigosT /// \\ —
wdip00T — & — //Q\ € m
wdigos — & — —
0T X
8op( pue wwg = Ypdop - d[eds YI3Ud] A0I0Z0W[OY]
[eATRUT
8 L 9 S I4 € 4 T
S S e S A ry
~Ie _= AT
=~ T~z —~ Ve
/o/// g \\\ z ML
S’ )
wdiposT v.ﬂ
wdi000T — & — h—
wdigos — & — S
0T X
Sop( pue wwg = 3dop - 9TeIS dUWII) AOIOSOW[ON]
[eAazojuy
8 L 9 S v € z T
r T T T T T T 0
@Irir@\\\\%T\l\\@\\\\ﬂu//// i Q,Hqﬂ.
1CFI///®\\\\ Q"M
O//// \\\0\\\\\¢l\\|®/// Nm
wdigosT S —
wdip00T — & — @/// - 4¢€ m
wdioos — & — ST —
0T
8op() pur wwyy = Ydop - 9[edS YISUS] AOIOFOW[O Y
[eAdoUT
8 L 9 S I4 € z T
& T T T T T T 0
R i Aniiii e - C g,
O __e—-————0.  To__ Y
~ e -~ e -
T 7 ~o “ z IL
SO m
NN e
wdioogT S ="
wdioooT — & — o v L
wdigog — & — S

Sop() pue wwy = yjdep - oreds awiry >oHoon~o%mx

78



Looking at the kolmogorov time scale, it can be seen that there is a tendency for the
time scale to rise and fall during both the compression and expansion stroke. But the
highest time scales seems to be found during the compression stroke. The highest times
scales can be found at low engine speeds, again due to the extra time during these revo-
lutions.

The Kolmogorov length scales are directly linked to the time scale via the average velocity,
and is thereby following the behaviour of the time corresponding time scale.

With the Kolmogorov length scale found, it can be plotted together with the energy
spectra. This can be seen in Figure
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Figure 68: Representative energy spectrum. Position at 4mm, 0deg and 1000rpm

From the figure it can be seen, that the kolmogorov length scales are so small, that
they are outside the measuring range, even with a sample rate of 100kHz. The energy
spectra for interval 4 to 8 seems to be correct, but the energy spectra for interval 1 to 3
seems to be too turbulent, that an analysis with the relative simple experimental set-up
used in this study is not adequate.
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7 Discussion

The purpose of this study was to obtain knowledge and experience regarding the use of
the Hot-Wire Anemometry technique, and stablish a basis for turbulent measurements in
IC engines.

A first experience of the Hot-Wire Anemometry technique was obtained via the pipe
test. A pipe flow is a well known flow, and a good way to get a fist feeling of the hot-wire.
The test set-up used to perform the pipe test was a simple set-up which had some flaws.
The holes drilled in order to insert the hot-wire had a big effect on the flow, which was
seen from the velocity profile. The holes which was not used was covered with tape in
order to seal the pipe. To optimize the test set-up a way to seal the used hole has to be
developed. Also effect from the pipe inlet was found to disturb the flow. The pipe flow
was very sensitive to movement in front of the inlet, and a solution of mounting a filter
and tubes decreased the sensitivity. But effect of the inlet was still found. In order to
optimize the set-up a prober designed nozzle could be mounted. This would improve the
stability of the flow and the boundary layer. The fixture made to easy adjust the hight of
the hot-wire could be improved, such that a more accurate hight could obtained. But for
these experiments, it was found to be adequate.

Despite the influence from the holes and inlet, good measurement was able to be made.
The results could be compared with theoretically obtained results and made sense from a
physical point of view. It was found that the low-pass filter in the miniCTA was to low.
The Kolmogorov length scales was outside the low-pass filters range. In order to make a
prober filtration of the signal, a devise with a higher low-pass filter setting has to be used.
In order to separate the fluctuation from the velocity signal, a high-pass filter could also
be used in the pipe test. This could lead to a better separation and filtering of flows with
other directions than intended as seen in Section G.1.11

The pipe test gave a good understanding of equipment and the theory behind the use of
a hot-wire. This experience was used in the design of the engine test.

The engine test performed in this study is used to establish a basis for turbulent mea-
surement for further studies. In order to get a first impression of engine measurements,
simplification was made to establish a measurement procedure.

The flow in an engine is highly three dimensional, so by using a 1D probe, the signal can
be contaminated from flow in other directions than the intended. This means that the
velocity obtained can appear higher that it actually is. In order to properly resolve the
flow in the three dimensions, a 3D high-temperature probe has to be used. In order to use
the 3D probe correctly, a more advanced calibration procedure has to be used. Another
simplification was used, due to a simple simulation for calculating the gas temperature
and pressure, in order to perform a temperature correction. A more advanced simulation
which for example takes heat loss to the cylinder into account can be used, in order to
obtain a more accurate estimation of the temperature and pressure. An other solution
could be to use a hot-wire probe with an integrated thermocouple, which directly adjust
for elevated temperatures.

In order to perform the temperature correction, a simple equation which only takes con-
vection into account. A more acculturate heat transfer equation could be obtained by
taking conduction to the prongs into account. And last, a mean viscosity was used for
calculating the Kolmogorov scales. Because the engine cycle was divided into intervals a
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viscosity for each interval could be found.

The fixture designed for the engine test was tested and worked as intended. The Swagelok
fitting was able to hold the wire support in place and together with the adaptor able to
mount the hot-wire in the engine. For further testing, a solution where the hot-wire does
not have to be put through the fixture and where the position of the hot-wire was easier
to adjust would be preferred. A probe support with integrated thread can be produced by
DanTec. This will solve the mounting problem, but the adjustment problem would still
be present.

During the data processing, it was discovered that problems with the inductive sensor
had occurred. An interpolation was made in order to manually add a point under the
assumption of constant engine speed. The inductive sensor was shifted from the TDC of
the engine, which means that an estimation of the shift had to be made, and accuracy of
the position of the piston was lost. A solution which could improve the precision of the
position of the piston could be to use an encoder instead.

The miniCTA used in the engine test was the same type as the one for he pipe test.
This means that the highest low-pass filter was 10k H z, which was not enough for the pipe
test. So it was expected that it was not sufficient for the engine test either, which was
also the case. But it was decided that it was sufficient for this test. The miniCTA had
the option of using a higher overheat ration than the 0.8 used. 0.8 was used in order to
protect the hot-wire, and with a wire temperature of 520 °C" and a flow of just over 300
°C' it was assumed to be adequate. For further tests, the overheat ratio can be raised.

A problem regarding windowing was discovered. The problem occurs because of short
interval time. This is a problem which is hard to avoid. Even at relative low engine
speeds, the engine is still spinning to fast. And by lowering the amount of intervals, the
period where the signal is observed is getting to big to make prober sense. An improve-
ment to this could be to make use of an interval 400 times the integral time scale (for
1000rpm this was found to be 120C'AD). But in stead of having the intervals after each
other, shifting the interval. The interval could be moved a few CAD at the time in order
to resolve the entire cycle.

A challenge regarding the separation of the fluctuations from the velocity signal was
found. It was found that a high-pass filter was able to make a good separation, but has
to be set-up such that important information is not lost. In this study a fixed high-pass
filter was used, but in order to obtain better results, a high-pass filter have to be tailored
to each measurement.

A problem regarding the autocorrelation function was encountered. The flow seems to
be too turbulent for the autocorrelation function to make a prober correlation, which
leads to incorrect results of the integral time and length scale. A higher sampling rate
could help the problem, because the time step, 7, will be reduced and the autocorrelation
function will thereby have a more detailed picture of the flow.

For future work it seems like an upgrade of equipment is necessary in order to obtain
prober results. The system has to be able to have a higher sample rate and a higher

low-pass filter. This can be seen from Figure [67] because the smallest eddies in the flow is
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outside the measurable area. Further more, a 2D or 3D wire would improve the accuracy
of the velocity measurement due to a better resolving of the flow directions. An encoder
would help determine the position of the piston better. An investigation of the influence
of a higher overheat ratio could be carried out in further work.

It has been found that a good data processing is important for obtaining good results. By
using appropriate filtering and using a new way to implement the intervals, better results
of the time and length scales can be obtained.
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8 Conclusion

The purpose of this study was to obtain knowledge and experience in the use of hot-
wire anemometry, and establish a basis for measurement of turbulent structures in an
IC engine. In order to obtain a first experience of hot-wire anemometry a simple pipe
experiment have been conducted.

From the pipe test an experience in the use of the hardware, testing procedure and data
processing was achieved. The different elements of the measuring chain were examined
and the function of each element was learned. It was found that the pipe test set-up had
flaws regarding the holes for inserting the hot-wire and in inlet. But the hot-wire system
was able to recognise the effects that these flaws created and recreate known results for
a pipe flow. A limitation of the system was the low-pass filter, which filtered eddy sizes
equal to the Kolmogorov length scale out .

With the knowledge from the pipe test it was possible to set-up and conduct measurement
for the engine test. It can be concluded that the engine set-up was able to produce a volt
signal with a corresponding pulse from the inductive sensor to determine the position of
the piston.

From the test of the fixture, which was developed to install the hot-wire in the engine, it
can be concluded that the fixture can sufficiently hold on to the hot-wire support without
damaging it. The elements in the measuring chain in the engine set-up were investigated
and it could be concluded that the high-temperature probe and the support could with-
stand the high temperature and pressure in the engine. A 3D high-temperature probe
would be preferred in order to resolve the flow better. It was found that the miniCTA
used did not have the needed settings in terms of low-pass filter which was needed to
include all eddy sizes that the hot-wire could resolve. Hardware which have a higher
low-pass filter than 10k H z is needed in future measurement for including the Kolmogorov
scales. The A/D module connected to the miniCTA had a maximum sampling rate of
100k H z, but it was shown that the Kolmogrov scales where found at higher frequencies.
So a module with a higher sampling rate than 100k H z would be preferred.

From this study it can be concluded that data processing is an important element of
conducting turbulent scales. The first step of the data processing is temperature correct-
ing, which was found to have significant effect and has to be performed. The estimated
temperature and pressure used in the temperature correction can be estimated from a
simple simulation and give good results. To improve the temperture correcting, a more
advanced simulation has to be performed or a hot-wire with integrated thermocouple can
be used.

It was found that the separation of fluctuations from the velocity signal was best per-
formed with a high-pass filter. And it was found, that the length of the interval which
the velocity signal was divided into, has a significant effect on the turbulent scales. A
prober method for dividing the velocity signal into intervals has to be developed in order
to obtain prober results of the turbulent scales.

It can be concluded that turbulent structures can be obtained by hot-wire anemometry.
A basis for measuring turbulent structures in an IC engine have been established during
this study. With the basis, further investigation can be made for obtaining more accurate
results, which can be used to understand the combustion process in engines further.
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Appendix A

Excel sheet for pressure - velocity conversion
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Appendix B

Excel file with data and file names

The Excel sheet presented here is the one used, when the experiments was carried out.
The Excel sheet was afterwords broken up into seven sheets, when the Matlab script had
to read from it. The sheets created was one for the velocity profiles and one for each of
the scripts for the data bases.
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Appendix C

MatLab script for velocity profile measurements

The main script is here presented.

© 00 N O G W N

e e e
W N = O

14
15

16
17
18
19
20
21
22
23

24

25
26
27

28
29
30
31
32

33
34
35

36
37
38
39

40
41
42

clear all
close all
clc

BuildRawDataBase = 0;
LoadRawDataBase = 1;
RawDataBaseFileName = 'dbraw';

BuildWorkDataBase = 0;
LoadWorkDataBase = 1;

WorkDataBaseFileName = 'db';
xlsversion = 'x1s97'; % Options are 'x1s97' and 'x1ls95'. MAC shoud use...
'x1s95"

o

Either loading all data from excelsheets and LabView files into a
Matlab structure or from a preveously generated Mat file

if BuildRawDataBase

clear db

o° o

[}

% Properties of the excelsheets that should be stripped

ExcelProperties = {
% (path\) filename l1st header row 2nd
header row
'final_test_vel_ profiles' 'Arkl’ 3
5

}i

% list of variable names for the general data belonging to the 1st...
header

VariableListl = {

'date'’

}i

% list of variable names for the test data belonging to the 2nd
header

VariableList2 = {

'test_nr', 'x_pos','y_pos','T_atm', 'p_atm', 'orifice_A p', ...

'sampling_rate', 'nr_samples', 'nr_blocks', 'cal_file','file_name','...
comment '

}i

% stripping all excel data into a single structure

dbraw = excelstrip (ExcelProperties,VariablelListl,VariableList2, ...
xlsversion);

% adding time—velocity files to the structure

dbraw.file_name.val = cell (size (dbraw.file_name.txt));
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43
44
45
46
47

48
49
50
51
52
53
54
55
56
57
58

59

60

61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96

count = 0;
for i = l:length(dbraw.file_name.txt)
if —isempty (dbraw.file_name.txt{i})

dbraw.file_name.val{i} = dlmread([dbraw.file_name.txt{i},'...
.txt'],'',126,0);
count = count + 1

end
end
save (RawDataBaseFileName, 'dbraw');
disp ('dbraw created')
elseif LoadRawDataBase
clear db
load (RawDataBaseFileName) ;
disp('dbraw loaded'")
end

o\°

o

* Either moving data from raw database into a working database, adding...
some
% general data and doing some general calculations or loading the
working database
% from a previously made MAT file
if BuildWorkDataBase
clear db
% Genneral data
db.totaltest = length(dbraw.test_nr.val);
db.nr_samples = dbraw.nr_samples.val(l);
db.N_half = floor (db.nr_samples/2);
disp ('genneral data')

% Data from dbraw put into db
db.test_nr = dbraw.test_nr.val;
db.x_pos = dbraw.x_pos.val;

db.y_pos = dbraw.y_pos.val;

db.T_atm = dbraw.T_atm.val;

db.p_atm = dbraw.p_atm.val;
db.orifice_A_p = dbraw.orifice_A_p.val;

db.sampling_rate = dbraw.sampling_rate.val;

db.time = zeros(db.nr_samples,db.totaltest);
db.V = zeros (db.nr_samples,db.totaltest);
db.dt = zeros(db.totaltest,1);

for 1 = 1:db.totaltest

db.time(:,i) = dbraw.file_name.val{i} (:,1);
db.V(:,1) = dbraw.file_name.val{i} (:,2);
db.dt (i) = db.time(end, i) /db.nr_samples;

end

disp('dbraw to db")

% Statistics

db.V_avg = zeros(l,db.totaltest);

db.fluc = zeros(db.nr_samples,db.totaltest);
db.V_rms = zeros(l,db.totaltest);

db.var = zeros(l,db.totaltest);

db.RTI = zeros(l,db.totaltest);

for i = l:db.totaltest
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98

99

100

101

102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137

138

139
140
141

142
143
144
145

146

db.V_avg (i) = sum(db.V(:,1i))/db.nr_samples;

db.fluc(:,1i) = db.V(:,1)—db.V_avg(i); %
Flucturations

db.V_rms (i) = sqrt(sum(db.fluc(:,1).72)/db.nr_samples);
Standart diviation

o\

db.var (i) = db.V_rms (i) "2; %
Variance
db.RTI(i) = db.V_rms (i) ./db.V_avg(i); %

Relativ turbulence intensity
end
disp('statistics")

o

% Making an index for gartering data—sets with same y position

count = 0;
for i = l:db.totaltest
if i ==
count = count + 1;
db.y_index (count) = db.y_pos(i);
elseif sum(db.y_index(:) == db.y_pos(i)) == 0
count = count + 1;
db.y_index (count) = db.y_pos(i);
end
end

disp('y index")

save (WorkDataBaseFileName, 'db', '—v7.3");
disp('db created")
elseif LoadWorkDataBase
load (WorkDataBaseFileName) ;
disp('db loaded")
end

% PLOTS AND DISPLAIES

plot_V_avg = 1;
plot_RTI = 1;

index_10 = db.x_pos == 10;
index_m5 = db.x_pos == —5;
index_bound_10 = db.x_pos == 10 & db.y_pos > 0.15;
index_bound_m5 = db.x_pos == =5 & db.y_pos > 0.15;

my_colormap = [0 0.4470 0.7410; 0.8500 0.3250 0.0980; 0.9290 0.6940
.1250; ...

0.4940 0.1840 0.5560; 0.4660 0.6740 0.1880; 0.3010 O...

.7450 0.9330];

if plot_V_avg

V_avg_plots (db,index_10, index_m5, index_bound_10, index_bound_m5, . ..

my_colormap)
end

if plot_RTI
RTI_plots(db,index_10, index_m5, index_bound_10, index_bound_m5, ...
my_colormap)
end
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Appendix D

MatLab script for turbulent structurs measurements

The script for general calculations and creation of data bases can be seen. This script is
the same used to process the data for the 6 positio, but only the first one is presented.
For the other position, only the data base name and the name of the Excel sheet has been
changed. For this script 1 function for stripping the Excel data sheet can also be seen.
The script for collecting the data bases can be found afterwords.

Appendix D.1

Position 10D at 0.500D, db_ 1

© 0 N U AW N =

e e
w N = O

14
15

16
17
18
19
20
21
22
23

24
25
26
27

28
29
30
31
32

33
34

clear all
close all
clc

BuildRawDataBase = 0;
LoadRawDataBase = 1;
RawDataBaseFileName = 'dbraw';

BuildWorkDataBase = 1;
LoadWorkDataBase = 0;

WorkDataBaseFileName = 'db_1"';
xlsversion = 'x1s97'; % Options are 'x1s97' and 'x1s95'. MAC shoud use...
'x1s95"

o°

% Either loading all data from excelsheets and LabView files into a
% Matlab structure or from a preveously generated Mat file
if BuildRawDataBase

clear db_1

o

% Properties of the excelsheets that should be stripped

ExcelProperties = {

% (path\) filename lst header row 2nd
header row

'final_test_energy_1' '"Arkl' 3 5

i

% list of variable names for the general data belonging to the 1lst...
header

VariablelListl = {

'date'’

i

% list of variable names for the test data belonging to the 2nd
header

VariablelList2 = {

'test_nr', 'x_pos','y_pos','T_atm', 'p_atm', 'orifice_A_p',...
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35

36
37
38
39

40
41
42
43
44
45
46
47

48
49
50
51

52
53
54
55
56
57
58
59
60
61
62
63

64

65

66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85

'sampling_rate', 'nr_samples', 'nr_blocks','cal_file','file_name','...
comment '

}i

% stripping all excel data into a single structure

dbraw = excelstrip (ExcelProperties,VariablelListl,VariableList2, ...
xlsversion);

% adding time—velocity files to the structure

dbraw.file_name.val = cell(size (dbraw.file_name.txt));

count = 0;
for i = l:length(dbraw.file_name.txt)
if —-isempty (dbraw.file_name.txt{i})
block_length = dbraw.nr_samples.val (i) /dbraw.nr_blocks.val...
(1)—1;
for j = O:dbraw.nr_blocks.val(i)—1
dbraw.file_name.val{j+1l,i} = .
dlmread ([dbraw.file_name.txt{i}, '.txt'],"", ...
[126+block_lengthxj+26%j 0 126+block_lengthx (j+1)+26%7j...
11);
count = count + 1
end
end
end
save (RawDataBaseFileName, 'dbraw') ;
disp('dbraw created')
elseif LoadRawDataBase
clear db_1
load (RawDataBaseFileName) ;
disp('dbraw loaded')

% Either moving data from raw database into a working database, adding...
some

% general data and doing some general calculations or loading the

working

database from a previously made MAT file

if BuildWorkDataBase

clear db_1

o

% Genneral data

db_1l.totaltest = length(dbraw.test_nr.val);
db_1l.nr_samples = dbraw.nr_samples.val;
db_1.nr_blocks = dbraw.nr_blocks.val;
db_1.block_length = db_1.nr_samples./db_1.nr_blocks;
db_1.N_half = floor(db_1.block_length/2);

db_l1.nu = 0.00001544;

disp('genneral data')

% Data from dbraw put into db_1
db_1l.test_nr = dbraw.test_nr.val;
db_1.x_pos = dbraw.x_pos.val;

db_1l.y_pos dbraw.y_pos.val;

db_1.T_atm = dbraw.T_atm.val;

db_1l.p_atm = dbraw.p_atm.val;
db_1l.orifice_A p = dbraw.orifice_A p.val;
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86
87
88
89
90
91
92
93
94

103
104

105

106

107

108

110
111
112
113
114
115
116
117
118
119
120

121
122
123

124
125

db_1.sampling_rate = dbraw.sampling_rate.val;

o
]

Time and velocity data to db_1

for i = 1l:db_1.totaltest

for j = 1l:db_l.nr_blocks (i)
time_b(:,j,1) = dbraw.file_name.val{j,i}(:,1);
V_b(:,3,1) = dbraw.file_name.val{j,i}(:,2);

end

db_1l.time(:,i) = time_b(:,1,1i); % Takes only first time —>

constant block time
db_1.V(:,1) = mean(V_b(:,:,1)");
db_1.dt (i) = db_1l.time(2,1) — db_1.time(1l,1);

end
disp('dbraw to db_1")

S
°

Statistics

for 1 = 1l:db_1.totaltest

for 7 = 1l:db_1l.nr_blocks (i)
V_avg_b(j,1) = sum(V_b(:,3j,1i))/db_1l.block_length(i);
fluc_b(:,3j,1) = V_b(:,]3,1)—V_avg_b(j,1);

)

% Flucturations

V_rms_b (j,1) = sqgrt(sum(fluc_b(:,3,1).%2)/ (...
db_1.block_length(i)—1)); % Standart diviation
var_b(j,i) = V_rms_b(j,1)"2;
% Variance
RTI_b(j,i) = V_rms_b(j,1i)./V_avg_b(j,1);
% Relativ turbulence
intensity
end
db_1.V_avg(i) = mean(V_avg_b(:,1));
db_1.fluc(:,1) = mean(fluc_b(:,:,1)");
db_1.V_rms (i) = mean(V_rms_b(:,1));
db_1l.var (i) = mean(var_b(:,1));
db_1.RTI(i) = mean(RTI_b(:,1));

end
disp('statistics")

o
°

Intergrale length and time scale

for 1 = 1:db_1.totaltest

for j = 1l:db_l.nr_blocks (i)

R _b(:,3,1) = autocorr(fluc_b(:,3j,1i),db_1l.block_length (i) ...
—=1);
end
db_1.R(:,1i) = mean(R_b(:,:,1)");
db_1.R_x(:,1i) = linspace(0,db_1l.time(end,i),db_1.block_length(...

i));
% Corregating for noise
stop = 7;
p = polyfit (db_1.R_x(2:stop),db_1.R(2:stop),2);
db_1l.y = p(l)*xdb_1.R_x(l:end).”"2+p(2)*db_1.R_x(1l:end)+p(3);
db_1.R(1) = db_1.y(1);

stop_index = db_1.R(:,1) < 0;

stop = find(stop_index, 1, 'first');

db_1.T_scale(i) = trapz(db_1.R_x(l:stop,i),db_1.R(l:stop,1));
db_1.L_scale(i) = db_1.V_avg(i)*db_1.T_scale(i);

end
disp('intergral length and time scale')
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[}

% Kolmogorov length and time scale
for 1 = 1l:db_1l.totaltest
for 7 = 1:db_1l.nr_blocks

for k = 2:db_1.block_length-1
dudt (k, j, i) = (fluc_b(k+1,3j,i)—fluc_b(k—1,3,1))/...
db_1.dt (1);
end

end
db_1.lambda (i) = db_1.V_avg(i)*db_1.V_rms/...
sgrt (mean (mean (dudt (:, :,1i) .72)));

db_1l.epsilon(i) = 15+db_1.nuxdb_1.V_rms”*2/db_1.lambda (i) "2;
db_1.kol_I_scale(i) = (db_1l.nu”3/db_1l.epsilon(i))"(1/4);
db_1.kol_T_scale(i) = (db_l.nu/db_l.epsilon(i))"~(1/2);
db_1.kol_v (i) = (db_l.epsilon(i)xdb_1.nu)"(1/4);
db_1.kol_f (i) = db_1.V_avg(i)/ (2+xpi*db_1.kol_L_scale(i));

end
disp ('kolmogorov length and time scale')
% Frequenzy analysis
for 1 = 1l:db_1l.totaltest
for 7 = 1l:db_1l.nr_blocks
V_fft_b(:,3,1) = db_l.dt(i)~fft (fluc_b(:,3,1));

fft_length_b(j,i) = length(V_fft_b(:,1,1i));
V_mag_b(:,]j,1) = abs(V_£fft_b(:,3,1));
E_b(:,j,1) = V_mag_b(:,3,1i).72/db_1.time (end, i) ;

end
do_1.E(:,1i) = mean(E_b(:,:,1)");
db_1.fft_length(i) = fft_length_b(1l,1i);

db_1.f(:,i) = linspace(0,db_1l.sampling_rate(i),db_1.fft_length...
(1))
do_1.A_E(i) = 2+trapz(db_1.f(l:db_1.N_half(i),i),...
db_1.E(1l:db_1.N_half(i),1));
end
disp('frequenzy analysis')

[}

% Making an index for gartering data—sets with same y position

count = 0;
for 1 = 1:db_1.totaltest
if i ==
count = count + 1;
db_1.y_index(count) = db_1l.y_pos(i);
elseif sum(db_l.y_index(:) == db_1l.y_pos(i)) == 0
count = count + 1;
db_1.y_index(count) = db_1l.y_pos(i);
end
end

disp('y index'")

$Save working database
save (WorkDataBaseFileName, 'db_1"','—v7.3");
disp('db_1 created")

elseif LoadWorkDataBase

end

load (WorkDataBaseFileName) ;
disp('db_1 loaded'")
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Appendix D.2

Function for strippping Excel sheet

10

11
12

13

14

15
16

17

18

19
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21
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25

26

27

28

29

30

31

32

function dbraw = excelstrip (ExcelProperties,VariablelListl, ...
VariableList2,xlsversion)

o° o°

Strips data from a list of excel workbooks and collect all the data
into a
single data structure (dbraw). The excel sheet has to follow some
standards:

— It should contain two tables:

oe

o° o

one data row.
The width of the table is unlimited and it does not have

o°

to start
in first column of the sheet.

o° o

, unlimited
number of data rows. The width of the table is unlimited

o\

but it
should start in the same column as the first table.
— The header cells should not contain nummeric data. The data
cells may contain
nummeric data or text. Empty cells within the table will become
NaN and [] in
the data structure (dbraw);

oe o° oo

o° o o°

1) The first table should have one header row and below that, ...

2) The second table should have one header row and below that...

Arguments

o° o° o

Excelproperties: Cell array containing the filename of the excel
workbook (with

% or without path) in the first column. Sheetname or index number of
worksheet in

the second row. Third and fourth column should contain the index
number for the

first and second table header row, respectively.

o\

o o0 o0 odo o°

Example:
ExcelProperties = {
'Group 1\HCCI test schemel200 rpm.xls' 'Sheetl'...
2 5
% 'Group 1\HCCI test schemel200 rpm.xls' 'Sheet2'...
2 5
% 'Group 3\HCCI test schemel800 rpm.xls' 'Sheetl'...
2 5
% 'Group 3\HCCI test schemel800 rpm.xls' 'Sheet2'...
2 5
% '..\last year\Group 3\HCCI test schemel800 rpm.xls' 1
4 9
% '..\last year\Group 3\HCCI test schemel800 rpm.xls' 2
4 9
% '..\last year\Group 3\HCCI test schemel800 rpm.xls' 3
4 9
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33
34
35
36
37
38
39
40
41
42
43
44

45
46

47

48

49

50

51

52

53
54

55

56

57

58

59

60

61

62

63

64
65

66

67
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VariableListl: Should contain a cell array with variable names that
you wish to give

the column data from the first table of the sheet. VariablelListl
should have at least

same length as the first table in the sheet with the widest table.

Example:
VariableListl = {

'operator','T_atm', 'p_atm', 'date', 'N', 'CR', "fuel', 'pressure_file_dir...

', 'motoring_file'

bi

VariableList2: Same as VariablelListl but with regard to the second
table.

xlsversion: Options are 'x1s97' and 'x1s95'. 'x1s95' is —5x faster
than 'x1s97'
but also less flexible regarding data compatibility.

MAC users has to run x1s95 and make sure that the workbook is saved
as so. To

ensure this save the sheet as 95 version xls, close the sheet and
reopen

and save it again...... Don't ask me why it is necessary to save it
two times

as 95 version to enforce it to happen. Ask Bill Gates.

Output

dbraw is a single data structure containing all the data from all
the

the specified excelsheets.

dbraw will contain substructures with the names specified in
VariableListl

and VariableList2. Each substructure contain three fields: head, txt...

and val.

—head is a cell array of header text from the respective sheet and...

column.

—txt is a cell array of cell text from the respective sheet,
column and row.

—val is a vector with nummeric value from the respective sheet,
column and row.

In addition to the substructures specified in VariableListl and
VariableList2

fields are made with the names: GeneralDataHeader, GeneralDataTxt,
GeneralDataVval,

TestHeader, TestDataTxt, TestDataVal.

They contain large cell arrays with all sheet content as either
header text,

cell text or nummeric values. GeneralData means data from the first
table in

the excel sheets. TestData means data from the second table. General...

data from
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71 % each sheet has been copied to fit the number of test data rows.

72 %

73 % A field called xlsFileName is made. It contains the filename with
partial path

74 % relative to the working directory.

75 % excelsheet from which the row data has been stripped.

76 %

77 % A field called WorkingDir contain the full path of the working
directory

78 % where the matlab script was run.

79

80 TestDataval = {};

81 TestDataTxt = {};

82 TestDataHeader = {};
83 TestDataSizes = [];

84

85 GeneralDataVal = {};
86 GeneralDataTxt {};
87 GeneralDataHeader = {};
88 GeneralDataSizes = [];
89

90 xlsFileName = {};

91 xlsSheet = {};

92

93 for i = l:size(ExcelProperties, 1)

94

95 sheet = ExcelProperties{i,2};

96 headerlrow = ExcelProperties{i,3};

97 header2row = ExcelProperties{i,4};

98

99 if strcmp(xlsversion, 'x1s95")

100 [dum, dum, raw] = xlsread(ExcelProperties{i,1l},sheet, 'A1:B2"',"...
basic');

101 elseif strcmp(xlsversion, 'x1s97")

102 [dum, dum, raw] = xlsread(ExcelProperties{i,1l},sheet);

103 else

104 [dum, dum, raw] = xlsread(ExcelProperties{i,1l}, sheet);

105 end

106

107 rawl = raw(headerlrow:headerlrow+l, :);

108 textcellsl = cellfun(@isstr, rawl);

109 rawlstrless = rawl;

110 rawlstrless (textcellsl) = {'—'};

111 emptycellsl = cellfun(@isnan,rawlstrless);

112 valcellsl = —emptycellsl & —textcellsl;

113 firstcol = find(any (—emptycellsl,1),1, "first');

114 lastcol = find(any (—emptycellsl,1),1,'last"');

115 rawl = rawl (:,firstcol:lastcol);

116 emptycellsl = emptycellsl (:,firstcol:lastcol);

117 textcellsl = textcellsl(:,firstcol:lastcol);

118 valcellsl = —emptycellsl & —textcellsl;

119

120

121 raw2 = raw (header2row:end, :);

122 textcells?2 = cellfun(@isstr, raw2);

123 raw2strless = raw2;

124 raw2strless (textcells2) = {'—'};

125 emptycells?2 = cellfun(@isnan,raw2strless);

126 firstcol = find(any (—emptycells2,1),1, 'first'");
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127
128
129
130
131
132
133
134
135
136
137
138
139
140

141
142
143

144
145
146

147
148
149
150
151
152
153

154

155
156
157
158

159
160
161
162

163
164

165
166
167
168
169
170
171
172
173
174
175
176
177

lastcol = find(any (—emptycells2,1),1, "last');
lastrow = find(any (—emptycells2,2),1, " 'last');

raw2 = raw2(l:lastrow, firstcol:lastcol);
emptycells2 = emptycells2(l:lastrow,firstcol:lastcol);
textcells?2 = textcells2(l:lastrow, firstcol:lastcol);

valcells2 = —emnptycells2 & —textcells2;

headerraw = raw2 (1, :);

dataraw = raw2 (2:end, :);

TestDataSizes = [TestDataSizes; size(dataraw)];

TestDataHeader{i} = cell (headerraw);

TestDataHeader{i} (textcells2(1l,:)) = headerraw(textcells2(1l,:));

TestDataHeader{i} = repmat (TestDataHeader{i}, TestDataSizes(i,1),1)...
r

TestDataVal{i} = nan(size (dataraw));
TestDataVal{i} (valcells2(2:end, :)) =
1

[dataraw{valcells2 (2:end, :) ...

TestDataTxt{i} = cell (size (dataraw));
TestDataTxt{i} (textcells2(2:end, :)) =

’

headerraw = rawl(1l,:);
dataraw = rawl (2, :);
GeneralDataSizes = [GeneralDataSizes; size (dataraw)];

GeneralDataHeader{i} = cell (headerraw);
GeneralDataHeader{i} (textcellsl(1,:)) =

’

GeneralDataHeader{i} = repmat (GeneralDataHeader{i}, TestDataSizes (i...
1), 1)

GeneralDataVal{i} = nan(size (dataraw));

GeneralDataVal{i} (valcellsl(2,:)) = [dataraw{valcellsl(2,:)}];

GeneralDataVal{i} = repmat (GeneralDataVal{i}, TestDataSizes(i,1),1)...

’

GeneralDataTxt{i} = cell(size (dataraw));
GeneralDataTxt{i} (textcellsl (2,:)) = dataraw(textcellsl (2,:));
GeneralDataTxt{i} = repmat (GeneralDataTxt{i}, TestDataSizes(i,1),1) ...
7
x1sFileName{i} = repmat (ExcelProperties (i, 1), TestDataSizes(i,1),1) ...
7
x1sSheet{i} = repmat (ExcelProperties(i,2),TestDataSizes(i,1),1);
end
dbraw.general.head = {};
dbraw.general.txt = {};
dbraw.general.val = [];

dbraw.test.head = {};
dbraw.test.txt = {};

dbraw.test.val

(17

dbraw.xlsFileName = {};

102

dataraw (textcells2(2:end, :)) ...

headerraw (textcellsl (1,:)) ...




178 dbraw.xlsSheet = {};

180 GeneralMaxRows = max (GeneralDataSizes (:,2));
181 TestMaxRows = max (TestDataSizes(:,2));

182

183 for i = l:size(ExcelProperties,l)

184

185 dbraw.general.head = [dbraw.general.head; ...

186 [GeneralDataHeader{i} cell (TestDataSizes (i,1), ...

187 GeneralMaxRows—GeneralDataSizes (i,2))]11;

188 dbraw.general.txt = [dbraw.general.txt;

189 [GeneralDataTxt {i} cell (TestDataSizes (i,1), ...

190 GeneralMaxRows—GeneralDataSizes (i,2))]11;

191 dbraw.general.val = [dbraw.general.val;

192 [GeneralDataVal{i} nan (TestDataSizes (i, 1), ...

193 GeneralMaxRows—GeneralDataSizes (i,2))]1;

194

195 dbraw.test.head = [dbraw.test.head; ...

196 [TestDataHeader{i} cell (TestDataSizes(i,1), ...

197 TestMaxRows—TestDataSizes (i,2))]1];

198 dbraw.test.txt = [dbraw.test.txt;

199 [TestDataTxt{i} cell (TestDataSizes (i, 1), ...

200 TestMaxRows—TestDataSizes (i,2))]1];

201 dbraw.test.val = [dbraw.test.val;

202 [TestDataVal{i} nan (TestDataSizes (i, 1), ...

203 TestMaxRows—TestDataSizes (i,2))]1];

204

205 dbraw.xlsFileName = [dbraw.xlsFileName; x1lsFileName{i}];

206 dbraw.xlsSheet = [dbraw.xlsSheet; xlsSheet{i}];

207

208 end

209

210 for i = l:length(VariableListl)

211

212 dbraw = setfield(dbraw,VariableListl{i}, ..

213 struct ('head', {dbraw.general.head(:,1)}, ...

214 'txt', {dbraw.general.txt (:,1i)}, 'val', {dbraw.general.val(:, ...
i)1h));

215

216 end

217

218 for i = l:length(VariableList2)

219

220 dbraw = setfield(dbraw,VariableList2{i}, ...

221 struct ('head', {dboraw.test.head(:,1) 1}, ...

222 'txt', {dbraw.test.txt (:,1)}, 'val', {dbraw.test.val(:,1)1}));

223

224 end

225

226 wd = what;

227 dbraw.WorkingDir = wd.path;
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Appendix D.3

Script for collecting data bases
Script for collection of data bases is here presented.

clear all
close all
clc

standard_plots = 0;
scales_plots = 0;

autocorrelation =
energy_plots = 0;

o

===== nomeclatur =====
1 - 10_0500
2 — 10_0675
3 = 10_0850
4
5
6

e
= O © 0 N O Ok W N

— = e
=W N

- m5_0500
- m5_0675
- m5_0850

[
wt

o° o° o° o° o o

=
N o

o

% Loading data—bases
load('db_1");

NNN N NN =
T W N = O ©
o e e
O O O O O
0000 W
0 0 0 0 Q

0.

O
o Ul W N

[~}
[=2]

.1250; ...

my_colormap = [0 0.4470 0.7410; 0.8500 0.3250 0.0980; 0.9290 0.6940 O...

27 0.4940 0.1840 0.5560; 0.4660 0.6740 0.1880; 0.3010 0.7450...

0.9330];
28
29 if standard_plots
30 V_avg_plots(db_1,db_2,db_3,db_4,db_5,db_6,my_colormap)
31 RTI_plots(db_1,db_2,db_3,db_4,db_5,db_6,my_colormap)
32 end
33 if scales_plots
34 taylor_microscale(db_1,db_2,db_3,db_4,db_5,db_6,my_colormap)
35 intergral_time_and_length_scales_plots(db_1,db_2,db_3,db_4,db_5, ...
db_6, ...
36 my_colormap)

37 kolmogorov_time_and_length_scales_plots(db_1,db_2,db_3,db_4,db_5, ...

db_6, ...
38 my_colormap)
39 end
40 1f autocorrelation
41 autocorrelation_plots(db_1,db_2,db_3,db_4,db_5,db_6,my_colormap)
42 end
43 if energy_plots
44 energy_spectrum_plots(db_1,db_2,db_3,db_4,db_5,db_6,my_colormap)
45 end
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Appendix E

Energy spectrum with all scales

Energy spectrum with leng

th scales

100 F
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Figure 69: Energy spectrum with all scales
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x=10D & y=0.500D
x=10D & y=0.675D
x=10D & y=0.850D
=-5D & y=0.500D
x=-5D & y=0.675D
x=-5D & y=0.850D
L-scale =39.8349
————— Kol-L-scale =5361.4842
— — — Tay-L-scale =1236.2368
L-scale =27.6981
————— Kol-L-scale =5639.3748
— — — Tay-L-scale =860.2
L-scale =21.5742
Kol-L-scale =5238.4684
Tay-L-scale =568.3575
L-scale =42.0163
————— Kol-L-scale =4686.0464
— — — Tay-L-scale =1688.9116
L-scale =17.088
————— Kol-L-scale =4869.593
— — — Tay-L-scale =1950.3739
L-scale =58.5049
***** Kol-L-scale =4884.3522
— — — Tay-L-scale =861.5379




Appendix F

Working drawing of adapter
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Appendix G

MatLab script for data acquisition

1 clear all

2 close all

3 clc

4

5 % === == == == == %

6 % User input

7 % =================================================================== %

8

9 foldername = 'DAQ_data_full';

10 filename = 'final';

11 data_name = '0008_90_1000_0";

12

13 samplerate = 100000; $[Hz]

14 cycles = 500; % [2*omd]

15 N = 1000; % [rpm]

16

17 % Session data

18 sampleduration = cycles=*2/(N/60) %[s]

19 number_samples = sampleratexsampleduration; $[—]

20

21 % =================================================================== %

22 % Setting up the data acquisition engine:

23 % === == == == == %

24

25 session = dag.createSession('ni');

26 chan = addAnalogInputChannel (session, 'Devl', [0:1], 'Voltage');

27 session.Rate = samplerate;

28 samplerate = session.Rate;

29 session.DurationInSeconds = sampleduration;

30

31 sampleduration = session.DurationInSeconds;

32 samplespertrigger = sampleduration/samplerate;

33

34 chan(l) .Range = [—10 101];

35

36 chan(2) .Range = [—10 10];

37

38 & ========== S=====s=s=s=s=s=s=sssssss=s==s===================== %

39 % Running acquisition and saving data:

40 % =================================================================== %

41

42 disp('Data acqusition started')

43 [DAQdata_measured, timestamp_measured] = startForeground(session);

44

45 hw_v = DAQdata_measured(:,1);

46 rev_v = DAQdata_measured(:,2);

47 timestamp = timestamp_measured(:);

48

49

50 Stimestamp (1+number_samplesx* (i—1) :number_samples+number_samplesx* (i...
—1)) = timestamp_measured(:);

51

52 disp('Data acqusition ended')
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53
54

55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70

save ([foldername, '\', filename, ' _',data_name,
timestamp', '—mat')

.mat'], '"hw_v', 'rev_v',"...

|
|
oo

9 oo o
)
=
o
=
o
=
o]
Q

plotting = 0;

if plotting
figure (1)
plot (timestamp, hw_v, timestamp, rev_v)
y1lim ([0 10])

$figure (2)
$plot (timestamp, DAQdata (:,1),timestamp, DAQdata (:,2))

end
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Appendix H

Excel file with data and file names for the engine test
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Appendix I

MatLab script for engine test

The main script for creating the data bases can be found here. Again, only one of the 3
scripts are shown. The only thing which differ between the scripts are the name of the
data bases, the Excel sheet and the check for choosing the correct engine revolution. The
same script for stripping the excel was used as for the pipe test.

Appendix 1.1

Main engine script

© 00 N OO e W N

e e e
W N = O

14
15

16
17
18
19
20
21
22
23

24
25
26
27

28
29
30
31
32

33
34

35

clear all
close all
clc

BuildRawDataBase = 0;
LoadRawDataBase = 1;
RawDataBaseFileName = 'dbraw';

BuildWorkDataBase = 1;
LoadWorkDataBase = 0;

WorkDataBaseFileName = 'db_2"';
xlsversion = 'x1s97'; % Options are 'x1ls97' and 'x1ls95'. MAC shoud use...
'x1s95"

Either loading all data from excelsheets and LabView files into a
Matlab structure or from a preveously generated Mat file

if BuildRawDataBase

clear db_2

o
o
o
°

[}

% Properties of the excelsheets that should be stripped

ExcelProperties = {

% (path\) filename l1st header row 2nd
header row

'final_scheme_2_test' 'Arkl’ 3 5

}i

% list of variable names for the general data belonging to the 1st...
header

VariableListl = {

'date’

}i

% list of variable names for the test data belonging to the 2nd
header

VariablelList2 = {

'test_nr', 'dep', 'rot', 'rpm', 'throttle', 'T_atm', 'p_atm', 'SR','SD', ". ..
R_bridge', ...

'cal_file','file_name', 'comment'
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36
37
38
39

40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59

60
61
62
63
64
65
66
67
68
69
70
71

72

73

74
75
76
7
78
79
80
81
82
83
84
85
86
87
88

}i

% stripping all excel data into a single structure

dbraw = excelstrip (ExcelProperties,VariablelListl,VariablelList2, ...
xlsversion) ;

% adding time—voltage files to the structure

dbraw.file_name.val = cell(size (dbraw.file_name.txt));

% adding calibrations files to the structure
dbraw.cal_file.val = cell(size (dbraw.cal_file.txt));

count = 0;
for i = l:length(dbraw.file_name.txt)
if —-isempty (dbraw.file_name.txt{i})
dbraw.file_name.val{i} =...
load(['DAQ _data', '\',dbraw.file_name.txt{i}, "'.mat']);
end
end

count = 0;
for 1 = l:length(dbraw.cal_file.txt)
if —-isempty (dbraw.cal_file.txt{i})
dbraw.cal_file.val{i} =...

dlmread ([ 'DAQ data','\',dbraw.cal_file.txt{i},'.txt'])...

14
end
end

save (RawDataBaseFileName, "dbraw');
disp ('dbraw created')
elseif LoadRawDataBase
clear db_2
load (RawDataBaseFileName) ;
disp ('dbraw loaded')
end

o°

some
general data and doing some general calculations or loading the
working
database from a previously made MAT file
if BuildWorkDataBase
clear db_2

o\

o\

% === CAD SWITCH CHECK ======
CAD_switch = [1 1 1 1];
test_of_switch = 0;

% Genneral data

db_2.totaltest = length(dbraw.test_nr.val);
db_2.nu = 0.00001529;

db_2.nu_mean = 9.8170e—06;

db_2.int_nr = 8;

db_2.CAD_adj = 135; % [CAD]
db_2.CAD_int 360/db_2.int_nr; % [CAD]
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89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118

120
121
122
123
124
125
126
127
128

129
130
131
132
133
134
135
136
137
138
139
140

141
142
143
144

disp ('genneral data')

% Data from dbraw put into db
db_2.test_nr = dbraw.test_nr.val;
db_2.dep = dbraw.dep.val;
db_2.rot = dbraw.rot.val;
db_2.rpm = dbraw.rpm.val;

db_2.T_atm = dbraw.T_atm.val+273.15; % [K]

db_2.p_atm = dbraw.p_atm.val; % [Pa]

db_2.R_bridge = dbraw.R_bridge.val; % [ohm]

db_2.SR = dbraw.SR.val;

db_2.3D = dbraw.SD.val;

% Time and velocity data to db

for 1 = 1l:db_2.totaltest
db_2.time(:,i) = dbraw.file_name.val{i}.timestamp;
db_2.hw_v(:,1) = dbraw.file_name.val{i}.hw_v;
db_2.rev_v(:,1) = dbraw.file_name.val{i}.rev_v;
db_2.dt (i) = db_2.time(2,1) — db_2.time(1l,1);

end

% Calibrations points to db

for 1 = 1:db_2.totaltest
db_2.cal_V(:,1) = dbraw.cal_file.val{i} (:,1);
db_2.cal_E(:,i) = dbraw.cal_file.val{i} (:,2);

end

% Test data
for 1 = 1:db_2.totaltest

cyc(i) = db_2.SD(i)/60+db_2.rpm(i);
end

max_cyc_length = ceil (max (db_2.SD) /min (cyc)+max (db_2.SR)*1.1);
disp('dbraw to db'")

[

% Cutting of voltage signal into closed revolutions
hw_v_cut = zeros (max_cyc_length,400,db_2.totaltest);
for 1 = 1l:db_2.totaltest

[hw_v_cut_now,cut_length(i),db_2.cut_nr(i)] = cyc_cut(db_2.hw_v...

(:,1),db_2.rev_v(:,i),db_2.CAD_adj,db_2.rpm(i),db_2.SR(i), ...
CAD_switch(i));
hw_v_cut (l:cut_length(i),l:db_2.cut_nr(i),i) = hw_v_cut_now;
end
disp('Cut into cycles')

% Simulating engine pressure and temperature
= zeros (max_cyc_length,max (cyc),db_2.totaltest);
= zeros (max_cyc_length,max (cyc),db_2.totaltest);
CAD = zeros (max_cyc_length,max (cyc),db_2.totaltest);
for 1 = 1l:db_2.totaltest
for 3 = 1l:db_2.cut_nr (i)
index = hw_v_cut(:,3,1) # 0;
[p(index, j, 1), T(index, j,1),CAD(index, j,1)] = p_v_sim(...
db_2.rpm(i),sum(index),db_2.p_atm(i),db_2.T_atm(i));

= Ie]

end
end
disp ('Pressure and Tempreture simulated')
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Temperature correction
b_2.V = zeros(max_cyc_length,max (cyc),db_2.totaltest);
for 1 = 1:db_2.totaltest
for J = 1:db_2.cut_nr
index = hw_v_cut(:,3,1) # 0;
[db_2.V(index, j,1)] = T_corr (hw_v_cut (index, j, i), p(index, j. ..
,1),T(index, j,1),db_2.cal_Vv(:,1i),db_2.cal_E(:,1i),db_2.nu, ...
db_2.R_bridge(i),db_2.T_atm(i));

Q.

end
end
disp('Velocity found from temp. correcton')

if test_of_switch
figure (1)
for 1 = 1:db_2.totaltest
index = db_2.V(:,1,1) # 0;
subplot (db_2.totaltest,1,1)
plot (CAD (index,1,1),db_2.V(index,1,1i))
ylim ([0 507)
end
return
end
% Cutting of velosity signal into CAD intervals
for 1 = 1l:db_2.totaltest
for j = 1l:db_2.cut_nr
index = hw_v_cut(:,3j,1) # 0;
[V_int,int_CAD,int_length(i)] = int_cut(db_2.V(index, j, i), ...
db_2.CAD_int,CAD(:,j,1),db_2.int_nr);
db_2.V_int(l:int_length(i),l:db_2.int_nr,j,1i) = V_int(l:...
int_length,l:db_2.int_nr);
db_2.int_CAD(l:int_length(i),l:db_2.int_nr, j,i) = int_CAD...
(l:int_length,l:db_2.int_nr);
end
end
disp('Cut into CAD intervals')

figure (110)
for 1 = 1:db_2.cut_nr
index = hw_v_cut(:,1,1) # 0;

subplot (db_2.cut_nr,1,1)
plot (CAD (index,1i,1),db_2.V(index,i, 1))

end
figure(111)
for i = 1:db_2.int_nr

k=1,
index = db_2.V_int(:,1i,k,1) # 0;
subplot (1,db_2.int_nr, 1)
plot (db_2.int_CAD(l:sum(index),i,k,1),db_2.V_int (l:sum(index. ..
), 1.k, 1))
ylim ([0 301)
end

o

% Statistics
bw = 2;
plotflag = 'plot_off';
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for 1 = 1l:db_2.totaltest
bandpasses = [200 db_2.SR(i) 1 11;
for 3 = 1:db_2.cut_nr
for k = 1:db_2.int_nr
index = db_2.V_int(:,k,J,1) # 0;
V_avg_b(k, j,i) = sum(db_2.V_int (index,k,j, 1)) /sum(...
index) ;
t = linspace(0,1/db_2.SR(i)~*length(...
db_2.V_int (index, k, j,1)),length (...
db_2.V_int (index, k,j,1)))"';
if floor (sum(index)/2) == sum(index) /2
fluc_b (index, k, j, 1) =fftBPfilter (t,db_2.V_int (...
index, k, j,1) ,bandpasses, bw,plotflag);
% Flucturations
V_rms_b(k, j,1) = sqgrt(sum(fluc_b (index,k,j,1i).72)...
/ (sum (index)—1)) ; % Standart diviation
else
fluc_b(l:sum(index)—1,%k, j,1) =fftBPfilter(t(l:end...

—1),db_2.V_int (l:sum(index)—-1,%, j, 1) ,bandpasses, ...

bw,plotflag); % Flucturations
V_rms_b(k, j,1) = sgrt(sum(fluc_b (l:sum(index)—1,k, ...
j, 1) .72)/ (sum(index)—1-1)); % Standart
diviation
end
var_b(k,j,1i) = V_rms_b(k,j,1)"2;

o

% Variance
RTI_b(k,j,1i) = V_rms_b(k,j,1)./V_avg_b(k,j, 1);

)

% Relativ turbulence intensity
end
end
end

for 1 = 1l:db_2.totaltest
for k = 1:db_2.int_nr
for 1 = 1l:length(fluc_Db)
db_2.fluc(l,k,i) = mean(fluc_b(l,k,:,1),3); % don't

need it and is put together wrong....
end
db_2.V_avg(k,i) = mean(V_avg_b(k,:,1));
db_2.V_rms(k,1) = mean(V_rms_b(k,:,1));
db_2.var(k,i) = mean(var_b(k,:,1));
db_2.RTI(k,i) = mean(RTI_b(k,:,1));

end
end
disp('statistics")
% Intergrale length and time scale
_b = zeros(length(fluc_b),db_2.int_nr,max (db_2.cut_nr), ...
db_2.totaltest);
for 1 = 1l:db_2.totaltest
for 3 = 1:db_2.cut_nr
for k = 1:db_2.1int_nr
index = fluc_b(:,k,J,1i) # 0;
R_b(l:sum(index),k,j, 1) =
,sum(index)—1);

o)

end
end
end
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242 for i = 1l:db_2.totaltest

243 for k = 1:db_2.int_nr

244 for 1 = 1l:length(fluc_Db)

245 db_2.R(1l,k,i) = mean(R_b(l,k,:,1),3);

246 end

247 db_2.R_x(:,k,i) = linspace(0,length(db_2.R(:,%k,1))/db_2.SR...
(1) ,length(db_2.R(:,k,1)));

248

249 % Corregating for noise

250 stop = 7;

251 p = polyfit(db_2.R_x(2:stop,k,i),db_2.R(2:stop,k,1i),2);

252 db_2.y(:,k,1) = p(l)+db_2.R_x(l:end, k,i)."2+p(2)+*db_2.R_x. ..
(l:end, k,1)+p(3);

253 % db_2.R(1,k,1) = db_2.y(1,k,1);

254

255 stop_index = db_2.R(:,k,1) < 0;

256 stop = find(stop_index,1, 'first');

257 db_2.T_scale(k,i) = trapz(db_2.R_x(l:stop,k,1),db_2.R(1:...
stop,k,1));

258 db_2.L_scale(k,i) = db_2.V_avg(k,i)*db_2.T_scale(k,1);

259 end

260 end

261 disp('intergral length and time scale')

262

263 % Kolmogorov length and time scale

264 for 1 = 1l:db_2.totaltest

265 for 7 = 1l:db_2.cut_nr

266 for k = 1:db_2.int_nr

267 for 1 = 2:length(fluc_b)—-1

268 dudt (1,k,3,1) = (fluc_b(l+1,k,3j,i)—fluc_b(l-1,k, 3, ...

i))/db_2.dt (1) ;

269 end

270 end

271 end

272 end

273

274 for 1 = 1:db_2.totaltest

275 for k = 1:db_2.int_nr

276 db_2.lambda(k,i) = db_2.V_avg(k,i)*db_2.V_rms(k,1i)/...

277 sgrt (mean (mean (mean (dudt (:,:,:,1).%2))));

278 db_2.epsilon(k,i) = 15+«db_2.nu_mean*db_2.V_rms (k,i)"2/...
db_2.lambda (k, 1) "2;

279 db_2.kol_I_scale(k,i) = (db_2.nu_mean”3/db_2.epsilon(k,i))...
~(1/4);

280 db_2.kol_T_scale(k,i) = (db_2.nu_mean/db_2.epsilon(k,i))...
~“(1/2);

281 db_2.kol_v(k,i) = (db_2.epsilon(k,1i)*db_2.nu_mean)”™(1/4);

282 db_2.kol_f(k,i) = db_2.V_avg(k,1)/ (2+xpi*db_2.kol_I_scale (k...
1))

283 end

284 end

285

286 disp ('kolmogorov length and time scale')

287

288 % Frequenzy analysis

289 for 1 = 1l:db_2.totaltest

290 for 7 = 1l:db_2.cut_nr

291 for k = 1:db_2.int_nr

292 V_fft_b(:,k,j,1) = db_2.dt (1) «fft (fluc_b(:,k,J,1));
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293 fft_length_b(k,1) = length(V_fft_b(:,k,3,1));

294 V_mag_b(:,k,j,1) = abs(V_fft_b(:,k,3,1));

295 E_b(:,k,3,1) = V_mag_b(:,k,J,1) .72/ (int_length(i) /...
db_2.SR(1i));

296 end

297 end

298 end

299

300 for 1 = 1l:db_2.totaltest

301 for k = 1:db_2.int_nr

302 do_2.E(:,k,1) = mean(E_b(:,k,:,1),3);

303 db_2.fft_length(k,i) = fft_length_b(k,i);

304

305 db_2.f(:,k,1) = linspace(0,db_2.SR(i),db_2.fft_length(k,i)...

)
306 db_2.A_E(k,1) = 2xtrapz(db_2.f(l:length(floor(db_2.£f(:,k,1i...
)/2)),k,1),db_2.E(l:1length(floor(db_2.f(:,k,1)/2)),k,1));

307

308 end

309 end

310 disp('frequenzy analysis')

311

312 $Save working database

313 save (WorkDataBaseFileName, 'db_2', '—v7.3");

314 disp('db_2 created')

315 elseif LoadWorkDataBase

316 load (WorkDataBaseFileName) ;

317 disp('db_2 loaded')

318 end

Appendix 1.2

Script for cutting the velocity signal into single cycles

1 function [hw_v_cut, long,cut_nr] = cyc_cut (hw_v, rev_v,CAD_adj,N,SR, ...
CAD_switch)

i=1
hw_v = db_3.hw_v(:,1);
rev_v = db_3.rev_v(:,1);

CAD_adj = db_3.CAD_adj;
N = db_3.rpm(i);
SR = db_3.SR(1);

© 0 N O O W N
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10 % Identifying peaks

11 lim = (max(rev_v)-—min(rev_v))/2;

12 lim_index = rev_v < lim;

13

14 % Finding point for rising edge

15 cut_points = zeros(length(lim_index),1);
16 for 1 = l:length(lim_index)

17 if lim index (i) == 1 & lim_index(i—1) == 0
18 cut_points (i) = 1;

19 end

20 end

21
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% Defining the positions of the rising edges

cuts = find(cut_points == 1); % Compensate med CAD_adj
cuts_adj = cuts — ((60/(360%N))*CAD_adj*SR);

pos_index = cuts_adj > 0;

cuts_adj = cuts_adj(pos_index);

cut_nr = length(cuts_adj)—1;

)

% cuts_adj_plus = cuts_adj;

for 1 = l:cut_nr—1
cuts_adj_plus (ix2—1)
cuts_adj_plus (i+1lxi)
(1)) ;

cuts_adj(i);

end
cut_nr = length(cuts_adj_plus)—1;
% Defining longest cut size
long = 0;
for 1 = l:cut_nr;
if length (hw_v (cuts_adj_plus (i) :cuts_adj_plus(i+l),1)) > long
long = length (hw_v (cuts_adj_plus (i) :cuts_adj_plus(i+l)));
end
end
% Cutting hw_v into cycles
cyc_hw_v_cut = zeros(long,length(cuts)—1);
count 0;
for 1 = l:length(cuts_adj_plus)—1
if 1/2 # round(i/2)
count = count + 1;
end
stop = length (hw_v (cuts_adj_plus (i) :cuts_adj_plus(i+l),1));

cyc_hw_v_cut (l:stop,1i) = hw_v(cuts_adj_plus(i):cuts_adj_plus(i+l)) ...

end
% Cutting hw_v into closed cycle — obtion of switcing 360CAD
hw_v_cut = zeros(long, 400);
count = 0;
for 1 = l:length(cuts_adj_plus)—1

if count == 400

break
end
if CAD_switch
if 1/2 # round(i/2)

count = count + 1;
hw_v_cut (:,count) = cyc_hw_v_cut(:,1);
end
else
if 1/2 == round(i/2)
count = count + 1;
hw_v_cut (:,count) = cyc_hw_v_cut(:,1i);
end
end
end
cut_nr = count;

plotting = 0;
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79

80 if plotting

81 figure (1)

82 subplot (4,1,1)
83 plot (hw_v)

84

85 subplot (4,1,2)
86 plot (rev_v)

87

88 subplot (4,1, 3)
89 plot (lim_index)
90

91 subplot (4,1,4)
92 plot (cut_points)
93

94 figure(2)

95 for i = l:length(cuts)—1

96 subplot (3,1,1)

97 plot (cyc_hw_v_cut(:,1))
98 end

99

100 figure (3)

101 for i1 = l:cut_nr

102 subplot (cut_nr,1,1)

103 plot (hw_v_cut (:,1))

104 end

105 end

Appendix 1.3

Script for simulating gas pressure and temperature

function [p,T,thetal] = p_v_sim(N, increment,p_1,T_1)

N = db_l.rpm(l);

index = db_1.hw_v_cut(:,368,1) # 0;
increment = sum(index) ;

p_1l = db_l.p_atm(l);

T 1 = db_1.T _atm(1l);

© 0 N O e W N
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Engine data

= 65.08%10"(=3);
= 47.65x10" (—3);
= S/2;

= 88.90%10"(=3);
epsilon = 6;

e e e e
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% General data
gamma = 1.4;

== e
© w0 3

% Volume and dV as function of CAD

theta = linspace (180,540, increment) ; % [CAD]
22 A_theta = 720/increment; % [CAD]

23

24 V_d = pi/4+xB"2%S; % [m”3]

NN
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V_c = V_d/(epsilon—1); % [m”3]

V = V_c+ (pi*B”*2) /4% (R (l1—cosd (theta) ) +R"2/ (2*L) *sind (theta) ."2);
m”~3]

dv = (pi*B"2)/4%Rx (sind(theta)+R/ (2xL) *sind (2+theta));
m”~3/thetal

o

oe

% ====== CREATING CORRECTION CURVE ======
N_meas = [500 1000 1500]; % [rpm]
p_meas = [2.75 7.5 8.25]%10"5; % [Pa]

place = find(N_meas == N);
p_used = p_meas (place);

Looking only on closed part of the cycle
theta_index = theta > 180 & theta < 540 ;
sstart = find(theta_index, 1, 'first');
%$stop = find(theta_index, 1, 'last');

o o o

$CAD = theta(start:stop);
$Vol V(start:stop);
%$dvol = dV (start:stop);

% Initializing
p(l) = p_1; 5
T(l) = T_1; % [K]
% Simulating presssure
for i = 2:length(theta)

p(i) = p(1)*(V(1)/V(i))“gamma;
end
% Calculating correction factor
corr_factor = p_used/max (p);
p_corr = px*corr_factor;

% Calculating T form ideal gas law
T = p_corr.xV+T (1) ./ (p_corr(l)*V(1l));

g ========= PLOTTING =========
correcting = 0;
results = 0;

if correcting

figure (1)

plot (N_meas,p_meas*«10"(=5), "*x")
title ('Measured points')

xlabel ('"RPM [1/min]")

ylabel ('Pressure [Bar]')

end

if results

figure (2)

subplot (2,2,1)

plot (theta,V, 'b',theta,dv, 'r")
title ('Volume'")

xlabel ("CAD")
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82 ylabel (' [m"3]")

83

84 subplot(2,2,2)

85 plot (theta,p_corrx10"(=5), 'b")
86 title('Pressure')

87 xlabel ('CAD")

88 ylabel('[Bar]"')

89

90 subplot (2,2,3)

91 plot (theta,T—-273.15,'b")
92 title('Temperature')

93 xlabel ('CAD")

94 ylabel ('[C]")

95

96 subplot(2,2,4)

97 plot (V,p_corrx10"(=5), 'b")
98 title('p—V diagram')

99 xlabel ('Volume [m"3]")

100 ylabel ('Pressure [Bar]'")
101 end

Appendix 1.4

Script for performing temperature correction

1 function [V] = T_corr(hw_v,p,T_g,cal_V,cal_E,nu_0,R _bridge,T_atm)
2 %

3 % index = hw_v_cut(:,1,1) # 0;

4 % hw_v = hw_v_cut (index,1,1);

5 % p = p(index,1,1);

6 % T_g = T(index,1,1);

7 % cal_V = db_0.cal_V(:,1);

8 % cal_E = db_0O.cal_E(:,1);

9 % nu_0 = db_0.nu;

10 % R_bridge = db_0.R_bridge(1);

11 % T_atm = db_0.T_atm(1);

12

13 % Data

14 L_w = 2.2%x10"(—3); % [m]

15 D_w = 10x10"(—6); % [m]

16 k_0 = 26.3%10"(—=3); %[W/ (mxK) ]

17 a = 0.8; S[—]

18 R_0 = 4.95;

19 alpha = 0.0016; $[1/C]

20 R_spec = 287.058; %[J/ (kg*K) ]

21 rho_0 = p(l)/(T_atm*R_spec);

22

23 % T_w from overheat ratio

24 T_w = (a/alpha+(T_atm—273.15))+273.15; % [K]
25

26 % Calculating current wire resistance

27 R_w = R_0x(l+alphax (T_w—T_atm));

28

29 % Calculating Nu from calibration voltage
30 Nu_cal = (cal_E/R_bridge) ."2+xR_w/ (k_O*pi*L_w* (T_w—T_atm));
31
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32 % Calculating Re from calibrating velosity
33 Re_cal = cal_VxD_w/nu_0;

34

35 % Calibration constants from calibration points
36 king_fit = fit (Re_cal,Nu_cal, '"power2');

37 king_coef = coeffvalues(king_fit);

38 king_ A = king_coef (3);

39 king_ B = king_coef (1l);

40 king_n = king_coef (2);

41

42 % Calculating V for each point

43 for i1 = 1l:length (hw_v)

44 k_cor = k_0*(T_g(i)/T_atm)”"(0.8);

45

46 Nu = (hw_v (i) /R_bridge) "2+R_w/ (pi*L_wxk_cor* (T_w—T_g(i)));
47

48 Re = exp (log((Nu—king_A)/ (king_B)) /king_n);
49

50 mu_0 = nu_Oxrho_0;

51 mu_cor = mu_Ox(T_g(i)/T_atm)”(0.76);

52 rho = p(i)/(T_g(i)*R_spec);

53 nu_cor = mu_cor/rho;

54 V(i) = Re*nu_cor/D_w;

55 end

Appendix 1.5

Script for cutting the cycles into intervals

function [V_int,int_CAD, int_length] = int_cut (V,CAD_int,CAD, int)

V = db.V(index,1,1);

CAD = db.CAD(index,1,1);
CAD_int = db.CAD_int;
int = db.interval;

© 00 g O Ul W N
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int_length = ceil (length (CAD)/int);

10 V_int = zeros(int_length,int);

11 int_CAD = zeros (int_length,int);

12 for i = l:int

13 index = CAD > 180+CAD_int=* (i—1) & CAD < 180+CAD_int=i;
14 V_int (l:sum(index),1i) = V(index);

15 int_CAD (1l:sum(index), i) = CAD (index);
16 end

17

18

19

20 % figure(22)

21 % for i = l:int

22 % subplot (int,1,1)

23 % plot (int_CAD(:,1i),V_int(:,1i))

24 % end
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Appendix 1.6

Script for performing filtering This script is provided by Anders Ivarsson.

1 function filtsignal = fftBPfilter (time, signal,bandpasses,bw,plotflag)

2

3 % time: Column vector were each element contain a time [s] that

4 % correspond to elemnts in the signal vector. Also if the

5 % signal is multidimensional array, the time has to a
single

6 % column vector that applies to all the signal columns.

7%

8 % signal: Column vector with even number of elements containing
the

9 % signal to be processed. The signal may also be two or
three

10 % dimensional arrays but then the filtering will be
performed

11 % columnwise.

12 %

13 % bandpasses: Matrix with 4 columns and a number of rows corresponding...
to

14 % the number bandpasses to be used. Each row defines a
bandpass

15 % by first and second element being the lower and upper
band

16 % frequencies [Hz]. Third and fourth element defines the

17 % passfactors (between 0 and 1) at lower and upper band

18 % frequencies. Passfactors between the band limits will be

19 % interpolated linearly.

20 %

21 % bw: Bandwidth [Hz] of the filter kernel as well as the
bandwidth

22 % of the transitions in the frequency respons. The
transition

23 % bandwidth will be symetrical around the specified
bandpass

24 % limit.

25 %

26 % plotflag: Options: 'plot_on' or 'plot_off'. Determines whether or
not

27 % plots that show the filter performance will be
generated.

28 % The plot option will only display the filterperformance
of

29 % the signal in the first column if a multidimensional
signal

30 % array 1is used.

31

32 L = size(signal,l);

33 if round(L/2) # L/2

34 error ('The signal must have an even number of elements')
35 end

36 fmax = (L/2)/diff(time([1,end]));

37 M = 2xround (2/ (bw/ (2«fmax)));

38 1if M > L

39 M = 1;
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40
41
42
43
44
45
46

47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66

67

68
69
70
71
72
73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89

90
91
92
93
94

end
f = [0:L/2—1]"/diff (time([1l,end]));

KERNEL = zeros(L/2,1);
for i = l:length(bandpasses(:,1))

index = f > bandpasses(i,1l) & f < bandpasses(i,2);
KERNEL (index) = interpl ([l find(index,1l, "last')]',bandpasses(i...
,3:4)'",find(index) ', 'linear');
end
KERNEL = [KERNEL; KERNEL (end:—1:1)];

KERNEL = KERNEL + Jj*KERNEL;

kernel = real (ifft (KERNEL)) ;

black = blackman (M) ;
black = [black(M/2+1l:end); zeros(L—M,1); black(1:M/2)];
kernel = kernel.x*black;

KERNEL = fft (kernel);

if 0

kernel2 = ifft (KERNEL."2);
KERNEL2 = fft (kernel2);
kernel = kernel2;

end

KERNELlong = fft([kernel (1:L/2); zeros(2xM,1); kernel (L/2+1l:end)]);

KERNELlong = repmat (KERNELlong, [1,size(signal,2),size(signal,3)1]);

signallong = [repmat (signal(l,:,:),[M,1,1]); signal; repmat (signal(L...
rir), IM1,10) 05

i_signal = logical([zeros(M,size(signal,2),size(signal,3)); ones(size(...

signal)); zeros(M,size(signal,2),size(signal,3))1]);

fftsignallong = fft (signallong);

filtsignallong = ifft (fftsignallong.*KERNELlong) ;
filtsignal = zeros(size(signal));

filtsignal(:) = filtsignallong(i_signal);

if strcmp(plotflag, 'plot_on')

figure
plot (f, abs (KERNEL (1:L/2)))
% plot (f, abs (KERNEL (1:L/2)),"'—b', f,abs (KERNEL2 (1:L/2)),"'—r")
title ('Frequency response of filter kernel')
xlabel ('Frequency [Hz]")
ylabel ('Normalized amplitude')

before = 2xabs (fft (signal (1:L))/L);

after = 2xabs (fft(filtsignal(l:L))/L);

figure

plot (f,before(1:L/2),'—k', f,after(1:L/2),'—r")

legend ({'Unfiltered', 'Filtered'})

title('Single sided amplitude spectrum of signal before and after
filtering')

xlabel ('Frequency [Hz]")

ylabel ('Amplitude [Same units as ingoing signall')

x1im ([0 f(end)])

maxy = 1l0xmax (mean (before),mean (after));

Sylim([—0.01l*maxy 1.2xmaxy])
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95
96
97
98
99
100
101
102
103
104

end

ylim([—0.01 17)

figure

plot (time, signal (1:L), '-b',time, filtsignal(1:L),'—xr")
title('Signal in time domain before and after filtering')
legend ({'Unfiltered', 'Filtered'})

xlabel ('Time [s]'")

ylabel ('Signal units')
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Appendix J

MatLab script for collecting data bases and plotting

loading = 1;

if loading
clear all
loading = 1;
end

© 00 N O U W N

close all
clc

= o=
N o= O

standard_plots = 1;
scales_plots = 1;

autocorrelation =
energy_plots = 1;

=R e e
S Ut o W

===== nomeclatur =====
1 — 500rpm
2 = 1000rpm
3
4

[ e
S © w3
o\

= 1500rpm
1000rpm — sweap

o° o o o

)
=
J

NN
w N

if loading

% Loading data—bases

load('db_1.mat'"); disp('db_1 loaded');
load('db_2.mat'"); disp('db_2 loaded');
load('db_3.mat'); disp('db_3 loaded'");
$load('db_4.mat'); disp('db_4 loaded');
end

W W N NN N NN
= O © 00 g O Ut

.1250; ...

my_colormap = [0 0.4470 0.7410; 0.8500 0.3250 0.0980; 0.9290 0.6940 O...

32 0.4940 0.1840 0.5560; 0.4660 0.6740 0.1880; 0.3010 0.7450...

0.9330; ...
33 0.6350 0.0780 0.1840; 0 0 0];
34 x_int = [1:8]1"';
35
36 if standard_plots
37 V_avg_plots(db_1,db_2,db_3,my_colormap, x_int)
38 RTI_plots(db_1,db_2,db_3,my_colormap,x_int)
39 end
40 if scales_plots
41 taylor_microscale(db_1,db_2,db_3,my_colormap,x_int)

42 intergral_time_and_length_scales_plots(db_1,db_2,db_3,my_colormap...

, x_int)

43 kolmogorov_time_and_length_scales_plots(db_1,db_2,db_3, ...
my_colormap, x_int)

44 end

45 if autocorrelation

46 autocorrelation_plots (db_1,db_2,db_3,my_colormap)

47 end

48 1f energy_plots

49 energy_spectrum_plots (db_1,db_2,db_3,my_colormap)
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50 end
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Appendix K

All autocorrelation functions at different positions and engine speeds

Autocorrelation function - depth = 4mm, Odeg and 500rpm  Autocorrelation function - depth = 4mm, Odeg and 1000rpm
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Autocorrelation function - depth = 8mm, Odeg and 500rpm
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Figure 70: Autocoorelation function
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Appendix L

Energy spectrum - depth = 4mm, Odeg and 500rpm

All energy spectra at different positions and engine speeds
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Figure 71: Energy spectra at the different positions and engine speeds
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